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Abstract: In the rapidly evolving landscape of the digital era, the importance of cybersecurity has become paramount. As technology 

continues to advance, organizations and individuals are becoming increasingly interconnected, relying on digital platforms for 

communication, commerce, and critical infrastructure. This interconnectedness, while facilitating unprecedented convenience and 

efficiency, also exposes systems to a myriad of cybersecurity threats. This paper presents a proposed system designed to analyze network 

intrusion datasets. The dataset utilized comprises binary classified data, distinguishing between normal and attack types. We obtained the 

dataset from Kaggle for implementation purposes. Different machine learning methods,  GNB, KNN, LR, SVM, DT, VC, RF, GB and XG 

are employed for the identification and categorization of cyber incident. A comparative analysis is conducted utilizing these machine 

learning algorithms. System performance is evaluated using Cross-Validation score, Recall value, F1 Score, Precision value and Accuracy 

value metrics. The analysis of system performance demonstrates which algorithm achieves the most accurate results. 

Keywords: Cyber Attack, Decision Tree, Logistic Regression, Random Forest.  

1. Introduction  

Cybersecurity stands as the cornerstone of our modern 

digital age, offering a shield against the ever-looming 

threats of cyber incidents and data breaches. Its 

importance cannot be overstated, as it safeguards sensitive 

information, personal privacy, and critical infrastructure. 

In an era where digital transactions, communications, and 

interactions dominate our daily lives, cybersecurity 

ensures the integrity, confidentiality, and availability of 

data and systems. Moreover, cybersecurity fosters trust 

and confidence in digital technologies, enabling 

innovation, economic growth, and societal progress. 

Without robust cybersecurity measures in place, 

individuals, organizations, and governments face 

significant risks. As we navigate the complexities of our 

interconnected world, investing in cybersecurity is not 

merely an option but an imperative to safeguard our 

digital future and uphold the principles of privacy, 

security, and trust.  

Cyber incidents come in various forms, each presenting 

unique challenges and threats to individuals, 

organizations, and society at large. Malware attacks, such 

as viruses, worms, and ransom ware, infiltrate systems to 

disrupt operations, steal sensitive information, or extort 

money. Phishing scams trick unsuspecting users into 

revealing personal information or login credentials 

through deceptive emails or websites. Denial-of-service 

(DoS) attacks involve overwhelming networks or 

websites with an excessive amount of traffic, effectively 

blocking access for genuine users. Meanwhile, Man-in-

the-middle (MitM) attacks intercept and alter 

communications between parties, jeopardizing the 

confidentiality and integrity of data transmissions.. Data 

breaches expose sensitive information, such as financial 

records or personal data, due to unauthorized access or 

disclosure. Advanced persistent threats (APTs) involve 

sophisticated, long-term attacks aimed at infiltrating 

networks and extracting valuable data or intelligence. 

Each type of cyber incident underscores the critical need 

for robust cybersecurity measures, proactive risk 

management strategies, and ongoing vigilance to protect 

against evolving threats in the digital landscape. 

This paper focuses on the task of analyzing a data to 

distinguish and forecast if it fits into the normal category 

or deviates as an anomaly. Our goal is to identify 

anomalies using various machine learning techniques. 

The dataset comprises two distinct categories of cyber 

incidents: genuine category and anonymous. We conduct 

a thorough examination of multiple machine learning 

methods on the provided dataset. Furthermore, we 

perform a comparative evaluation of the outcomes 

produced by each algorithm to ascertain the accuracy of 

our predictions. The objective of proposed work is to 

categorize instances as either secure or insecure 

communication, utilizing the attributes provided in the 

dataset. Each record is labeled as belonging to either the 

anomaly or normal class, contingent upon the features 

extracted. 

1. To investigate whether feature selection consistently 

influences the prediction outcomes. 
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2. To validate the effectiveness of various algorithm groups 

in accurately classifying anomalies. 

3. To evaluate the resilience of the algorithms and 

determine the most appropriate algorithm for the 

objective.  

Comparative examinations also uncover the performance 

disparities of each method with feature selection. In our 

evaluation of the algorithms, we consider metrics such as 

system performance i.e. accuracy, Precision reflects the 

accuracy of positive predictions among all positive 

instances, indicating the proportion of correctly identified 

positive cases out of all cases predicted as positive. Recall, 

on the other hand, measures the completeness of positive 

predictions, representing the proportion of correctly 

identified positive cases out of all actual positive cases, 

The F1 Score is a metric that balances both precision and 

recall, providing a single measure of a model's 

performance that considers both false positives and false 

negatives. Cross-Validation score evaluates the 

generalization ability of the model by assessing its 

performance on unseen data, achieved through techniques 

like k-fold cross-validation. This study focused on 

analyzing publicly available datasets, particularly the 

Network Intrusion Dataset. The dataset is available for 

access on Kaggle. 

This study offers several key contributions, outlined 

below: 

1. It conducts experiments utilizing a range of algorithms 

for categorizing and identifying cyber incidents. 

2. It performs comparative analysis to assess the 

effectiveness of each method. 

The subsequent sections of the paper adhere to the 

following framework: 

- Section II explores the literature review. 

- Section III offers a comprehensive explanation of the 

proposed system approach. 

- Section IV delineates the experimental research 

undertaken. 

- Section V concludes the research study and suggests 

future avenues of work.  

2. Literature Review  

In modern times, digitization and the internet have 

profoundly altered human lifestyles, enabling extensive 

social and commercial connectivity. However, 

cybercriminals exploit these platforms, leveraging 

systems to illicitly access private data. In mitigating this 

threat, cybersecurity professionals in the IT industry play 

an essential role. S. Sandosh et al. [13] proposed a model 

aimed at achieving high accuracy with minimal 

complexity and rapidity.  

Preparation phase is conducted to remove null values, 

Refine the dataset by eliminating inconsistencies, and any 

irregularities present in the data. and other irregularities 

from the data. After preprocessing, valuable insights are 

derived from the refined data using the suitable feature 

selection algorithm [5]. Ensemble methods are employed 

for classification as they yield highly confident decisions 

and enhance overall accuracy through collaboration. In 

the field of cybersecurity, navigating challenges can stem 

from the plethora of security features available, and the 

effectiveness of a learning-based security model might 

fluctuate depending on the significance of these features 

and the attributes of the data. While Sarker et al. [8] we 

have explored diverse machine learning methodologies 

and their relevance in the domain of cybersecurity. A 

comprehensive analysis is necessary to determine their 

suitability for the specific [3] propose a cloud-based 

computing infrastructure designed to detect Distributed 

Denial of Service (DDoS) attacks. Despite advancements, 

current systems still face challenges such as excessive 

complexity, time constraints, and increased prediction 

inaccuracy, despite efforts aimed at enhancing accuracy 

and reducing false positive rates. Several gaps require 

attention in the current cybersecurity landscape: 

1. Discovery of latent or novel attack patterns within 

datasets, such as the emergence of ransomware, a 

significant threat in today's digital environment. 

2.  Addressing the increased incidence of incorrect 

positives (IP) and incorrect negatives (IN), as these 

errors directly impact the precision and reliability of 

predictive models.. 

3. Developing predictive capabilities to anticipate the 

types of attacks likely to occur in the future, 

enhancing proactive security measures. 

4. Within this segment, we explore multiple authors' 

research findings on machine learning-based cyber-attack 

detection models. Additionally, we scrutinize the 

limitations of the research. 

3. Methodology 

This section offers a comprehensive elucidation of the 

system methodology. Figure 1 depicts the Proposed 

Model. Within this model, the dataset serves as the input, 

initiating subsequent operations. Diverse machine 

learning algorithms are employed for model training. The 

dataset comprises binary classification data, with two 

distinct classes: normal and anomaly. The framework 

involves the following key steps: 

1. Selection of the dataset to be utilized. 
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2. Implementing data refinement techniques to 

address irrelevant data within the dataset and 

conduct data transformation. Feature extraction is 

utilized to identify the most pertinent attributes 

from the dataset, thus improving the accuracy and 

efficiency of the detection model. 

3. Partitioning  data into training subset and testing 

subsets. During this stage, the proposed model is 

constructed and trained. 

 

 

Fig 1 Proposed generic system 

5. The model undergoes training utilizing a variety of 

machine learning methods/ algorithms. , including LR, 

GNB, SVM, DT ,VC, RF , KNN, GB, and XB. 

6. The trained model undergoes evaluation with a test 

dataset, assessing its performance based on Cross-

validation score (CV), F1 Score, precision, recall, training 

accuracy, and testing accuracy.  

To train the model, we utilized a variety of machine 

learning methods. 

1. Dataset 

The experimental data was sourced from Kaggle [32], a 

publicly accessible data repository, containing a dataset 

representing a wide range of cyber intrusions, intended for 

identification purposes. Each data in the dataset is labeled 

as either normal class or anomalous class. On average, 

each connection data is 100 bytes long. The dataset 

consists of 42 columns and includes a total of 47,735 

records. 

The dataset utilized for implementation was obtained 

from Kaggle. 

2 Data Preprocessing 

During this phase, the rough data is prepped to be 

compatible with machine learning (ML) methods. We 

examine the dataset for any absent, null, or superfluous 

values, and then proceed to process the data to remove 

them from the dataset. 

3 Extracting Features 

Extracting Features involves identifying the most 

pertinent attributes from a dataset to build a model that 

improves detection accuracy and efficiency. Out of the 
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dataset's 42 columns, a specific set of 10 features has been 

chosen intentionally for training. RFE (Recursive Feature 

Elimination) method systematically evaluates smaller 

subsets of features to identify the most relevant ones. 

Initially, the estimator is trained using the complete 

feature set. Then, less significant features are iteratively 

eliminated from the current set..  

Splitting Data: - the data containing selective features are 

separated using the training –testing separation method. 

The grouping system reserves 30% of the dataset for 

testing and assign 70% for training, aimed at detecting 

attacks. After this partitioning, machine learning methods 

undergo training and evaluation using the specified 

training and testing datasets. 

4. ML Methods 

In this system, we employ the following machine learning 

algorithms: LR, GNB, SVM, DT ,VC, RF , KNN, GB, and 

XB. 

1. Logistic Regression (LR):- It is a method used for 

grouping tasks, This is particularly relevant for predicting 

the result of a categorical dependent variable. It excels at 

forecasting categorical outcomes, ensuring clear and 

categorical conclusions. Logistic regression proves 

particularly effective when dealing with binary class 

labels [3]. 

2. Gaussian Naive Bayes (GNB):- This classification 

technique is utilized within Machine Learning (ML) 

frameworks, utilizing probabilistic principles . GNB 

functions under the premise that each parameter 

(commonly known as features or predictors) holds an 

independent predictive capability for the output variable. 

The model combines predictions from all parameters to 

produce a final prediction, providing the probability of the 

dependent variable being classified into each group. 

3. Support Vector Machine (SVM):- The technique 

classifies data points that aren't linearly separable by 

projecting them into a high-dimensional feature space. 

This method identifies a boundary between the groups, 

transforming the data to facilitate the depiction of this 

boundary as a hyperplane. 

4. Decision Tree (DT):- This algorithm assesses 

attributes at internal nodes, representing outcomes 

through branches, and stores class labels in leaf nodes. Its 

goal is to build a model using simple decision rules 

derived from data attributes to predict the value of a target 

variable. [30].  

5. Voting Classifier (VC): - It consolidates predictions 

from each incorporated classifier, deciding the output 

class through a majority vote. Instead of constructing 

individual models and evaluating their accuracies 

independently, this method involves creating a single 

model that utilizes multiple classifiers, predicting outputs 

by aggregating their collective majority votes for each 

output [33]. 

6. Random Forest (RF):- This meta-estimator uses 

averaging To enhance predictive accuracy and reduce 

overfitting, the method involves training multiple decision 

tree classifiers on different subsets of the datase. [30]. 

7. K nearest Neighbour (KNN):- The method retains all 

available data and classifies new data points based on their 

similarity. Test data observations receive labels according 

to their proximity to the nearest neighbors within each 

class. Operating as a semi-supervised learning technique, 

KNN utilizes a nonparametric approach to classify 

samples. It computes distances between different points in 

the input vector, assigning unlabeled points to the nearest 

class, where "K" signifies the primary parameter in KNN 

classification. [3]. 

8. Gradient Boosting (GB):- This method enables the 

creation of a predictive model by amalgamating multiple 

weak prediction models, like decision trees.. 

9. XGBoosting (XB):- This is a highly advanced and 

scalable distributed gradient boosting library, crafted for 

efficiently training machine learning models. It employs 

an ensemble learning strategy, amalgamating predictions 

from multiple weak models to produce a more resilient 

prediction. Renowned for its ability to manage large 

datasets and achieve outstanding performance across 

various machine learning tasks, including classification 

and regression. [33]. 

3.5Trained Model: - here we input a testing dataset into 

the trained model and assess its performance using several 

metrics, including precision value, recall value, F1 Score, 

Cross-Validation (CV) Score, accuracy, training score, 

and testing scoreIn this proposed system, designed for 

binary class data, a variety of machine learning algorithms 

are utilized. We assess the performance of these 

algorithms and determine the one that attains the highest 

accuracy. 

• Data Analysis 

Throughout the experimental phase, the assessed 

outcomes comprised Precision value, Recall value, F1 

Score, Cross Validation, Training value and Testing 

value. The experiments were conducted on a laptop 

running Windows 10 Enterprise 64-bit, equipped with an 

Intel(R) Core(TM) i3 CPU. The experimentation utilized 

the Python programming language.
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Table 1 Assessment of Algorithm Performance 

Name of Method Precision 

Value 

Recall 

Value 

F1 Score  Accuracy Value 

Logistic Regression 87 88 89 89 

Gaussian Naive Bayes 86 85 86 85 

Support Vector Machine 93 93 93 93 

Decision Tree 96 96 96 96 

Voting Classifier 92 91 90 90 

Random Forest 95 96 96 95 

K  Nearest Neighbour 86 85 86 85 

Gradient Boosting 83 82 82 81 

XgBoosting 80 82 80 81 

  

Table 1 showcases the performance outcomes of various 

machine learning methods. Random Forest (RF) achieves 

a score of 95% for Precision value, Recall value, and F1 

Score, while Decision Tree (DT) achieves a s  96% score 

for each parameter. Likewise, regarding system 

performance, RF and DT both attain a score of 95% and 

96%, respectively. Based on these findings, Based on the 

analysis, Based on the analysis, it can be concluded that 

Random Forest and Decision Tree algorithms yield more 

accurate results. 

 

Fig 2 Comparison of Accuracy among Different Algorithms 

Figure 2 depicts the accuracy of the proposed system. For 

the Accuracy parameter support vector machine 

Algorithms achieve 93% accuracy. Voting classifier 

achieve 90% accuracy. Random Forest achieves 95% 

accuracy, while Decision Tree achieves 96% accuracy. 
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Fig 3 Precision Values Comparison across Various Algorithms 

The provided Figure 3 illustrates a comparison of Precision values across different algorithms.. 

 

Fig 4 Contrast of F1 Score Metrics among Different Algorithms 

Figure 4 displays a Contrast of F1 Score Metrics among Different Algorithms. It proves especially valuable when handling 

imbalanced datasets, where one class may outweigh the other significantly. Random Forest (RF) and Decision Tree (DT) 

attain a 96% F1 score, while Xgboost achieve a 90% F1 score. 

Table 2 Evaluation of Performance: Training, Testing, and Cross-Validation Scores across Various Algorithms 

Name of Method Training Score Testing Score Cross Validation Score  

Logistic Regression 76 72 76 

Gaussian Naive Bayes 74 70 74 

Support Vector Machine 81 79 82 

Decision Tree 85 84 85 

Voting Classifier 82 81 82 

Random Forest 85 86 85 

K Nearest Neighbour 70 68 68 

Gradient Boosting 68 68 64 

Xgboost 66 62 60 
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Table 2 Evaluation of Performance: Training, Testing, 

and Cross-Validation Scores across Various Algorithms. 

The training score of the Decision Tree (DT) algorithm is 

85%. For Random Forest (RF) the train, test, and cross-

validation scores are 85%. Based on these findings, it can 

be deduced that Random Forest and Decision Tree exhibit 

superior accuracy in classifying and predicting attacks. 

5. Conclusion  

Due to the rapid evolution of technology, ensuring system 

security has become increasingly challenging. Detecting 

cyber-attacks has become particularly daunting in today's 

landscape In this investigation, we have introduced a 

comparative Machine learning approach for detecting and 

predicting cyber-attacks. Our experimental analysis 

utilized a dataset containing two classes: Normal and 

Anomaly Upon examining the results, it was noted that 

the system achieved exceptional scores, reaching 95% 

with Decision Tree and Random Forest achieving 96%. 

Furthermore, support vector machine algorithms achieved 

a commendable accuracy of 93%. 

The system is utilized for monitoring network security. In 

future research endeavors, our goal is to delve into 

multiclass datasets and evaluate the system's performance. 

Additionally, we intend to explore more intricate forms of 

cyber-attacks to bolster the system's capabilities further. 
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