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Abstract: In recent times, Coronary Heart Disease (CHD), with its high incidence and mortality risk, has emerged as a significant threat 

to human health. HD prediction is a challenging task that requires expertise and advanced learning, so physicians cannot predict it 

efficiently. Early HD diagnosis through clinical examination and simple physical indicators is necessary. Medical professionals face 

challenges in diagnosing HD. Nevertheless, comparing techniques to determine which one is faster or more accurate is a time-consuming 

and challenging task. However, since CHD HD is not a benign disease, finding and analysing CHD markers in screening is difficult. To 

solve this problem, we propose the Enhanced Elman Selfish Optimization Neural Network (EESONN) to find CHD prediction by selecting 

the best features based on the Chaos Salp Group Decision Function (CSSDF) method. Additionally, we collected data from Kaggle using 

the Cleveland Clinic Cardiology Dataset. We also process the data before Improved Quality Feature Group (IQFG), such as lack of 

significance, normalization and standardization. In addition, the Weighted Relief Algorithm (WRA) can be applied to eliminate redundant 

features and determine each feature’s weight. Furthermore, optimal features can be selected using the CSSDF algorithm in the feature 

selection process. Finally, the proposed EESONN method to detect predictive data can effectively predict CHD classification. Furthermore, 

the proposed EESONN method enhances classifier prediction accuracy and performs well in HD detection. Additionally, the EESONN 

method enables the calculation of sensitivity, precision, specificity, accuracy, and F-score. This can be used to determine the accuracy and 

probability of the results. 
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1. Introduction    

Heart and blood vessel problems, collectively known as 

cardiovascular disease (CVD), are primarily brought on 

by smoking, eating poorly, and not exercising. Reducing 

the risk of long-term problems and death from CVD 

requires early diagnosis and treatment. Many open-source 

codes exist for accessing patient records, and research is 

ongoing to utilize computational techniques for accurate 

patient diagnosis, disease diagnosis, and mortality 

prevention. Hearts are muscular organs that pump blood 

throughout the body and are responsible for pumping 

oxygen to those cells. It promotes it as a vital component 

of the human cardiovascular system, including the lungs 

[1]. The human body has an extensive network of veins, 

arteries, and capillaries that aid in blood transportation 

throughout the body. A heart that does not receive enough 

blood can lead to irregularities in the physiology of 

different types of heart disease, commonly referred to as 

CHD Accordingly, early detection devices and it is 

possible to save lives by predicting heart disease and 

making effective treatment plans for heart disease, and 

eventually reduce CVD mortality. Advanced  

A range of factors, such as personal habits, occupation 

habits, and genetic propensities, can cause heart disease. 

Furthermore, these include chronic risk factors such as 

excessive alcohol consumption, stress, and lack of 

exercise. Early detection of cardiac disease is crucial for 

survival. Additionally, data mining involves removing 

vital data from vast data sets across various fields such as 

medicine, business, and education [3]. 

Observing established risk factors for heart disease can 

make it difficult to predict heart disease in the future. 

Among these are hypertension, hypercholesterolemia, and 

erratic heart rates. Moreover, this kind of issue arises 

when the heart muscle’s blood supply is obstructed, 

potentially harming nearby muscles. Diagnosing heart 

disease is crucial. Heart disease detection has led to 

invasive medical procedures like angiography. These 

procedures, despite being costly, can also cause side 

effects for diagnosed patients [4] 
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Predicting heart disease is a challenging task in clinical 

data analysis. With proper analysis, the impact on patient 

health may be significant. It is imperative to acknowledge 

that cardiovascular disorders encompass a spectrum of 

ailments, including but not limited to vascular, rheumatic, 

and coronary heart diseases. Diabetes and high blood 

pressure are examples of genetic variables that raise one’s 

risk of heart disease. Physical inactivity and an unhealthy 

diet are secondary factors that further increase the risk. 

CVD requires every moment for diagnosis and treatment. 

However, weariness, perspiration, back discomfort, and 

chest, shoulder, and arm pain are typical signs of CVD [5]. 

Data from the Cleveland Clinic Heart Disease Dataset is 

gathered via Kaggle. Additionally, missing values will be 

handled and the data will be optimized prior to 

preprocessing, the IDQFG method is implemented within 

the data pre-processing process. Additionally, WRA 

implements features with high-weight values selected, 

while low-weight values are discarded. Subsequently, the 

largest information coefficients are merged, and 

redundant features are removed. Additionally, the CSSDF 

algorithm is used in the feature selection phase to choose 

the most favourable features. Lastly, the findings of the 

suggested approach, EESONN, show increased 

inefficiency classifier prediction accuracy, suggesting 

appropriate CHD detection performance. 

 

Fig 1. The Basic Architecture Diagram Coronary Heart 

Disease Detection 

Figure 1 introduces a basic structural diagram for CHD 

diagnosis. The process includes data pre-processing, 

feature weight analysis, selection of optimal features, and 

prediction using the proposed classifier. The classifier is 

trained with a set of labelled samples. The model is then 

used for classifying new unseen samples. Metrics are used 

to assess the mode’'s performance and determine how 

effective it is. 

2. Literature Survey 

The author stated that using a CNN method is compatible 

with current Heart Rate Variability (HRV) based methods. 

Furthermore, the raw electrocardiogram can accurately 

diagnose heart failure based on heart rate [6]. The author 

proposes ML classifiers as a means of identifying relevant 

features that can aid in heart disease detection and 

prediction. Ranking predictive models involves 

combining a variety of features with established 

classification algorithms [7]. The author proposes 

employing the Hybrid Decision Support System (HDSS) 

method, utilizing patient clinical characteristics, for early 

cardiac disease detection [8]. The author suggests using an 

ML algorithm to assess its application in heart failure 

diagnosis, classification, and prediction with clinician 

input [9]. The author used the Medical Diagnosis Support 

System (MDSS) patient clinical data to develop ML 

approaches for atherosclerosis prediction [10].  

The author suggested that efficient CHD risk prediction 

can be achieved by training Deep Neural Networks 

(DNNs) on ordered datasets [11]. [12] proposed using ML 

techniques to diagnose Chronic Heart Failure (CHF). This 

novel proposes an ML algorithm for determining whether 

human heart disease is due to a heart condition based on 

the data. Combining clinical and pathological data enables 

heart disease identification [13]. The author suggested that 

ML algorithms can be utilized to uncover data set 

properties and relationships between them [14]. The novel 

proposes that the ML algorithm can specify the most 

accurate classifier. The performance and accuracy of 

CVD prediction can be approximated using supervised 

ML techniques [15]. 

The author suggests that differentiating recordings 

between patients and healthy subjects can provide 

promising results in detecting different CHF stages. 

Furthermore, these resources analyse heart failure based 

on heart sounds [16]. The novel suggests that feature 

engineering techniques and feature selection can enhance 

Principal Component Heart Failure (PCHF) performance 

[17]. The author proposes that machine learning 

approaches can be used to detect CVD and its risk factors. 

Furthermore, they can be analysed using predictive tests 

to predict heart disease [18]. The author proposes an 

effective and precise cardiac diagnosis method based on 

ML. A feature selection algorithm enhances accuracy and 

reduces runtime, depending on the classification system 

[19]. The author proposed a Dense Neural Network 

(DNN) approach, which implements 3–9 layers and 

employs different hidden layer formats. Identifying 

hidden patterns is challenging [20].  

The novel suggests that Deep Learning (DL) videos can 

be analysed using models to identify changes in both 

shape and timing using foetal cardiac ultrasonography 

(US) technology [21]. The author suggests that ML-based 

high accuracy can be implemented to detect CVD 

prediction. However, identifying predictors of clinical 
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data processing for CVD is difficult [22]. The author 

introduced an enhanced DL-CNN (EDCNN) method to 

support and improve the needs of patients with heart 

disease [23]. The proposed novel implements pre-

processing techniques and Genetic Algorithms (GA) to 

select features, improving prediction performance and 

time consumption [24]. A model combining various 

methods is suggested by the author as a means of 

predicting heart disease in an effective manner [25].  

The author proposes an improved 3D U-CNN (U-CNN) 

method for cardiovascular and coronary artery 

segmentation using DL to predict disease risk [26]. The 

novel proposes an ML-based CVD Diagnosis Framework 

(MaLCaDD) for more precise and efficient CVD 

prediction [27]. The author suggests that Obstructive 

Sleep Apnea (OSA) can be diagnosed by relying on HRV 

features using various algorithms in ML [28]. The author 

suggests that the implementation is based on two layers: 

the base layer and the Meta layer [29]. The author 

suggested that the imbalance issue can be effectively 

detected and predicted using the SMOTE [30].  

The author noted that the creation of large-scale datasets 

of biomedical measurements from the CVD Qatar 

Biobank (QBB) could be achieved based on 

anthropometric data, clinical biomarkers, and behavioral 

factors [31]. The author suggested that an intelligent 

system model could be used to diagnose CHD while 

considering diagnostic tests. However, their models for 

selecting features for diagnosis caused problems due to 

research cost considerations [32]. The authors proposed 

that the method could be implemented with an Optimal 

Configured Improved Deep Belief Network (OCI-DBN) 

technique [33]. The author proposed that regression and 

classification can be predicted using the CHD dataset by 

applying data mining techniques [34]. The author 

suggested implementing the Supervised Infinite Feature 

Selection (I-FS) method as an effective approach to 

identifying heart disease and improving patient survival. 

Machine learning faces persistent class inequality and 

high-dimensional problems. [35].  

3. Proposed Methodology 

To assess heart disease using our suggested method, we 

first present a Cleveland Clinic Heart Disease Dataset that 

we collected from Kaggle. Furthermore, operations such 

as missing values, normalization, and standardization can 

be performed using the IQFG method to pre-process the 

data based on the dataset. In addition, the WRA algorithm 

can be implemented to analyze feature weights to remove 

redundant features and optimize each feature’s weight. 

Also, the CSSDF algorithm can be employed to select the 

optimal features after improving the feature weights. 

Finally, predictive data for CHD can be identified and 

predicted using the proposed EESONN classification. 

Thus, the proposed EESONN method performs well in 

HD detection, improving the classifier prediction 

accuracy. 

 

 

 

Fig 2. The Architecture Diagram for the Proposed 

EESONN Method 

The EESONN method demonstrates suitable performance 

in detecting CHD and improves classifier prediction 

accuracy, as illustrated in Figure 2. The EESONN method 

also outperforms other traditional methods in terms of 

sensitivity and specificity. Furthermore, it is fast, robust, 

and computationally efficient, making it a viable option 

for CHD detection. 

3.1 Dataset Collection 

In this dataset collection, Kaggle obtained the Cleveland 

Clinic Heart Disease dataset to predict CHD. For more 

information, please visit the link provided 

within: https://www.kaggle.com/datasets/aavigan/clevela

nd-clinic-heart-disease dataset. CHD is the most common 

heart disease, where plaque buildup in the heart arteries 

reduces blood flow to the heart muscles. However, this 

prediction method is costly and leads to morbidity and 

mortality in CHD patients. Developing non-invasive 

alternatives to the current gold standard would be 

advantageous. It would allow us to avoid potential 

complications and improve patient comfort during 

treatment. The dataset contains 304 observations, 13 

features, and one target attribute. These 13 features 

include non-invasive prediction test results and additional 

relevant patient data.  

 

https://www.kaggle.com/datasets/aavigan/cleveland-clinic-heart-disease
https://www.kaggle.com/datasets/aavigan/cleveland-clinic-heart-disease
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Fig 3. Cleveland Clinic Heart Disease Dataset 

As shown in Figure 3, they utilize Kaggle to evaluate its 

accuracy using the Cleveland Clinic Heart Disease 

dataset. As mentioned earlier, these 13 aspects contain 

non-invasive prediction test results and other relevant 

patient data. 

  

Fig 4. List of Feature Information Cleveland Heart 

Disease Dataset 

Using Kaggle’s Cleveland heart disease dataset as an 

example, figure 4 illustrates the dataset. Furthermore, it 

covers 303 observations with 14 features: eight in 

category and six in number.  

3.2 Improved Quality Feature Group (IQFG) 

The data pre-processing IQFG method can predict missing 

values, normalization, and standardization. Data pre-

processing methods in IQFG often involve replacing 

missing values by using the average of other values in the 

attribute. However, this dataset contains a significant 

number of missing values and redundant and meaningless 

data, making it essential to transform the data. This 

process can be achieved using techniques such as data 

normalization, which is a common technique. Data 

normalization, in this IQFG procedure, involves 

converting data values into a range between 0 and 1. 

Numerical features are sorted by value and divided into 

equal-width bins. Furthermore, the range of sorted values 

is divided into predefined equal-frequency bins, each 

containing the same number of values. 

Equation 1 calculates the distance and similarity of 

features to replace missing values. Let’s assume 𝑊 - 

Distance, A and B - values, and q - amount of data. 

𝑊[𝐴,𝐵] = √∑ (𝐴𝑙 − 𝐵𝑙)2𝑞
𝑙=1     (1) 

Calculate the missing values of the mean measurement as 

shown in Equation 2. Where P-mean value, Q - data, 

and 𝐴𝑙  - data represent a row. 

𝑃(𝐴) =
∑ 𝐴𝑙

𝑄
𝑙−0

𝑄
      (2)  

To find the minimum and maximum values of numerical 

features, refer to Equation 3. Let’s assume we 𝑋̅ - select 

the values for normalization, 𝕞𝕚𝕟 - minimum value, and 

𝕞𝕒𝕩 - maximum value. 

𝐴̅ =
𝐴−𝕞𝕚𝕟

𝕞𝕒𝕩−𝕞𝕚𝕟
     (3)     

Equation 4 shows that normalization can be performed 

using zero mean or Z-score normalization. Let’s assume 

𝐴𝑙
′ −normalized data, 𝑃(𝐴) − signifies mean value, 

𝐻𝑊(𝐴) − standard deviation value. 

 𝐴𝑙
′ =

𝐴𝑙−𝑃(𝐴)

𝐻𝑊(𝐴)
      (4)               

Calculate the mean of the standard deviation shown in 

Equation 5. Where 𝜎 − sigma, 𝜎 − indicate standard 

deviation attribute. 

𝜎 = √
1

𝑄−1
∑ (𝐴𝑙 − (𝑃(𝐴))

2
)𝑄

𝑙=1     (5) 

Equations 6 and 7 calculate the threshold and rank values 

for equal-width bins. Let’s assume the D-width of the bin, 

𝐹𝕞𝕚𝕟
− minimum value, 𝐹𝕞𝕒𝕩

− maximum value, 𝐽 − 

numerical feature,  𝑌𝑒 − boundaries value,  

𝐷 =
𝐹𝕞𝕒𝕩−𝐹𝕞𝕚𝕟

𝐽
       (6) 

𝑌𝑒 = 𝐹𝕞𝕚𝕟
+ (𝑙 ∗ 𝐷)     (7) 

As shown in Equation 8, the quality of features can be 

improved by estimating thresholds that categorize values 

into predefined equal frequency bins. Let’s assume v - 

equal frequency centralization, 𝐻𝐺 − split range, s - 

sorting value, and 
𝑄

𝐽
− equal frequency bins.  

𝐻𝐺 = 𝐹 ∑ (
𝑄

𝐽
)𝐻         (8) 

Implementing data preprocessing permits teams to 

optimize data based on the methods involved in 

processing it. 
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3.3 Weighted Relief Algorithm (WRA) 

The WRA algorithm removes redundant features and 

determines the weight of each feature. In WRA, features 

in each dataset are assigned weights automatically based 

on their importance in the dataset. High weighted features 

are considered more significant than low weighted 

features. Moreover, WRA also considers the distance 

between features when assigning weights. If the distance 

between some features is greater than the size of those 

features, the feature’s weight is increased. Conversely, 

when the distance between some features is lower, the 

feature’s weight is decreased. WRA also optimizes the 

random sample of the training set to ensure that its 

samples from the minority class. The feature weights for 

samples from the majority class are calculated for this 

purpose. The average of feature weights increases the 

probability of selecting boundary samples. 

Algorithm 1 

Input : Improved Quality of feature 𝐻𝐺  

Output : weight for each feature 

Begin 

Step 1 : Find the total amount of training samples 

Step 2 : Estimate the quantity of dimensions of a 

feature 

Step 3 : Computational weight of feature set  

𝐷(𝑋) = 0.0 

for 𝐽 ← 1 to p do 

Step 4 : Choose a “target” sample and weight at 

random. 

Step 5 : Evaluate detected near hits and near miss. 

for 𝑋 ← 1 to p do 

𝐷(𝑋) ← 𝐷(𝑋) − 𝒟𝒾𝒻𝒻(𝑋,  𝐺𝐽, 𝑆)/𝑝

+ 𝒟𝒾𝒻𝒻(𝑋,  𝐺𝐽, 𝑃)

/𝑝 

End for 

  End for 

Step 6 : Return← D [A feature vector to compute the 

feature quality] 

Stop  

The WRA algorithm iterates with random training 

samples and calculates each sample’s weight using a 

"target." Algorithm 1 shows WRA’s pseudocode. Let’s 

assume m-parameter, w-weight, and 𝑅𝑘 - a random 

training sample.  

To calculate the weighted average of the individual 

feature weights, Equation 9 can be used. Let’s assume P-

nearest miss, S-nearest hit, k-feature sample, 

𝐴𝑙(𝑘) −sample value, 𝑝 −number of random extractions. 

𝐷𝑘 = 𝐷𝑘 +
𝑤(𝐴𝑙(𝑘),𝑝𝑙(𝑘))

𝑝
,

𝑤(𝐴𝑙(𝑘),𝑆𝑙(𝑘))

𝑝
    (9) 

Compute the numerical feature distance function as shown 

in equation 10. 

𝑊(𝐴𝑙(𝑘), 𝑃𝑙(𝑘)) = [
𝐴𝑙(𝑘)−𝑃𝑙(𝑘)

𝓂𝒶𝓍(𝑘)−𝓂𝒾𝓃(𝑘)
]   (10) 

As shown in Equation 11, estimate the distance of the 

measured sample from the threshold. Let’s assume 

𝛿 −large the value, ℕ𝕦𝕞𝑄 − number of sample different 

class. 

𝛿 =
ℕ𝕦𝕞𝑄

𝐽
        (11) 

To calculate the importance of each feature, refer to 

Equation 12 for the corresponding weights. Let’s assume 

m-positively correlated, u-weight. 

𝑚 =
1

1+𝑢−𝛿        (12) 

In this method, feature weights are estimated to activate 

selected models closer to the threshold. Additionally, the 

probability value of the selected model increases with the 

feature weight. 

3.4 Chaotic Salp Swarm-Based Decision Function 

(CSSDF) 

The CSSDF algorithm can be applied to determine the 

most appropriate parameter for a given choice. Feature 

selection is a critical process that involves identifying, 

removing, and iterating on irrelevant features. One way to 

improve this process is to employ CSSDF optimization. 

These methods make feature selection faster and more 

efficient. The CSSDF algorithm can also help reduce 

residual data and identify the most relevant features. 

Additionally, random variables can be replaced with 

chaotic variables using CSSDF chaos graphs. This feature 

can help determine the potential impact of the selection. A 

weighting scale can be used to combine two targets, 

representing the dimensions of selected attributes and total 

attributes. In addition, weights controlling the importance 

and accuracy of specific features can also be estimated. 

Furthermore, the CSSDF can be improved by choosing the 

most appropriate optimization method to evaluate the 

weighting parameters. 

Calculate the crawling behaviour of the process salp as 

shown in Equation 13. Where l–dimension, 𝐵𝑙
𝑖 −position 

of leader, 𝑒𝑦𝑙  & 𝑖𝑦𝑙 − lower and upper boundary value, 

𝑉𝑙 −food’s position, 𝑔1, 𝑔2, 𝑔3 − random number. 
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𝐵𝑙
𝑖 = 𝑚 {

𝑉𝑙 + 𝑔1((𝑒𝑦𝑙 − 𝑙𝑏𝑖)𝑔2 + 𝑖𝑦𝑙)      𝑔3 ≥ 0

𝑉𝑙 − 𝑔1((𝑒𝑦𝑙 − 𝑙𝑏𝑖)𝑔2 + 𝑖𝑦𝑙)      𝑔3 ≥ 0
   (13) 

Equation 14 computes a random number to balance attack 

relationships. Let’s assume 𝒯 -haphazard number u-

extreme amount of iteration. 

𝑔2 = 2𝑢
−(4𝓉/𝒯 )2

        (14) 

Calculate the power level of the current iteration as shown 

in Equation 15. Let’s assume 𝛽0 −initial speed, j-position. 

𝐵𝑙
𝑘 =

1

2
𝛼𝑖2 + 𝛽0𝑖     (15)        

Estimate the equivalent iteration time in the optimization 

process, as shown in Equation 16. 

𝐵𝑙
𝑘 =

1

2
(𝐵𝑙

𝑘 + 𝐵𝑙
𝑘−1)      (16) 

Equation 17 shows the estimate of the update factors 

based on the chaotic graph.  

Where Ψ𝐻 − swarm value.                                                                                                               

𝐺2 = Ψ𝐻               (17) 

Equation 18 shows the result of calculating the updated 

state of the chaotic map. Where t-iteration, Ψ𝓉 − gained 

value. 

𝐵𝑙
1 = 𝑚 {

𝑉𝑙 + 𝑔1((𝑒𝑦𝑙 − 𝑖𝑦𝑙)Ψ𝓉 + 𝑖𝑦𝑙)      𝑔3 ≥ 0

𝑉𝑙 − 𝑔1((𝑒𝑦𝑙 − 𝑖𝑦𝑙)Ψ𝓉 + 𝑖𝑦𝑙)      𝑔3 ≥ 0
   (18)                

Equations 19 and 20 show the computation of an agent 

transfer from one consecutive binary location. Let’s 

assume Y- an arbitrary number. 

𝐵𝑙
𝓉 = {

1    𝑖𝑓(𝐻(𝐵𝑙
𝓉)) ≥ 𝑌

0           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      (19) 

𝐻(𝐵𝑙
𝓉) =

1

1+𝑢
10(𝐵𝑙

𝓉−0.5)
       (20) 

Equation 21 computes a fitness function to improve 

feature size accuracy. Let’s assume 𝒜ℂℂ - accuracy, 𝐼𝑣 − 

feature length, 𝐼𝓉 − total number of features, 𝑑𝑣 − weight 

factor, 𝑣𝕧 −fitness function.  

𝑣𝕧 = 𝕞𝕒𝕩 [𝑑𝑣 × 𝒜ℂℂ + (1 − 𝑑𝑣) × (1 −
𝐼𝑣

𝐼𝓉
)]  

 (21) 

To calculate the feature weighting factors, refer to 

Equation 22. Where y-bias value, Q -number of features. 

𝑣(𝐴) = ∑ 𝑑𝑙𝐴𝑙
𝑄
𝑙=1 + 𝑌       (22)      

As shown in Equation 23, the combined sum is computed 

by removing the empty set from the attributes. Let’s 

assume 𝒯 - total value. 

𝒯 = 2𝑞 − (
𝓆!

1!(𝑞−1)!
) − (

𝓆!

1!(𝓆−1)!
) − 1 = 2𝑞 − (

𝕢2+𝕢

2
+ 1)  

 (23) 

In this sense, feature classification involves identifying 

and removing irrelevant features. 

3.5 Enhanced Elman Selfish Optimization Neural 

Network (EESONN) 

The EESONN method used in the study successfully 

identified predictive data that accurately predicts CHD 

classification. A classification algorithm can be developed 

to improve EESONN accuracy, and the integer of selected 

attributes obtained from feature selection can be used as 

input to the algorithm. The proposed EESONN method 

comprises four layers: an input, a hidden, an output, and a 

context layer. The input layer transforms data, the hidden 

layer maps it with weights, and the output layer linearly 

processes it. The proposed method of adding a context 

layer to EESONN allows it to respond to subsequent 

moments of the hidden layer. It also stores output data 

from previous moments. This is particularly useful for the 

EESONN classifier, as it enables the most significant data 

to be fed back into the network. In this way, the model 

data can be analysed in more detail in order to prove its 

validity. 

Compute the strongly optimal sub-memory as shown in 

Equations 24 to 26. Let’s assume the 𝐴(𝓉) − hidden 

layer, 𝐵(𝓉) − output layer, 𝐴𝑧(𝓉) − context layer, e-

input vector, 𝐷1 − connection weight in the context 

layer, 𝐷2 − weight value of the input layer, 𝐷3 − hidden 

layer weight, v (.) - input layer of the transfer function, 

and R (.) - a transfer function’s output layer. 

𝐴(𝕥) = 𝕋 (𝑑1𝐴𝑧(𝕥) + 𝑑2(𝑒(𝕥 − 1)))   (24) 

𝐵(𝓉𝕥) = 𝑅(𝑑3𝐴(𝕥))    (25)  

𝐴𝑧(𝕥) = 𝑎(𝕥 − 1)   (26)    

Compute the constant of rate value as shown in Equation 

27.  

𝐴𝑧(𝓉) = 𝐴(𝕥 − 1) + 𝛼𝐴𝑧(𝕥 − 1)                   (27) 

The cross-entropy calculated in Equation 28 is used as a 

loss function. Let’s assume 𝑤𝑘(𝓉) − value of raw data, 

𝐵𝑘(𝓉) − gained output value,   

𝑖(𝑤, 𝐵) = − ∑ [𝑤𝑘(𝑡)𝑙𝑜𝑔𝐵𝑘(𝓉) + (1 −
𝑞
𝑘=1

𝑤𝑘(𝓉))𝑙𝑜𝑔(1 − 𝐵𝑘(𝓉))]    (28)           

Calculate the updates of the new location of the selfish, as 

shown in Equation 29. Where HV-selfish, 𝐴
ℯℓ𝒾𝓉ℯ_𝐻𝑉𝜆𝑙

𝓉 − 

elite selfish best position, 𝐴𝒾𝓃𝒿_𝐻𝑉
𝑙 − position of injured 

sardine, 𝐴ℴℓ𝒹_𝐻𝑉
𝑙 − current position selfish. 

𝐴𝓃ℯ𝓌_𝐻𝑉
𝓉 = 𝐴

ℯℓ𝒾𝓉ℯ_𝐻𝑉𝜆𝑙

𝓉 × (𝛼 ×
𝐴

ℯℓ𝒾𝓉ℯ_𝐻𝑉𝜆𝑙
𝓉 +𝐴𝒾𝓃𝒿_𝐻𝑉

𝑙

2
) −

𝐴ℴℓ𝒹𝐻𝑉

𝑙                                                                                                 

(29) 
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As shown in Equation 30, evaluate the random numbers 

within a range of coefficients. Let’s assume 𝜆𝑖 − 

coefficient, 𝑀𝑤 − important factor.   

 𝜆𝑖 = (2 × 𝛼 × 𝑀𝑤) − 𝑀𝑤   (30)  

Calculate the critical coefficients for the optimal sail 

condition as described in Equation 31. Let’s assume 

𝑄𝐻𝑉 − number of selfish, 𝑄𝐻 − number of sardines. 

𝑀𝑤 = 1 − ( 𝑄𝐻𝑉/ 𝑄𝐻𝑉 + 𝑄𝐻)    (31) 

The new position of the sardine can be calculated using 

Equation 32. Let’s assume 𝑋𝑚 -selfish attack power. 

𝐴𝓃ℯ𝓌_𝐻
𝓉 = 𝑔 × (𝐴

ℯℓ𝒾𝓉ℯ_𝐻𝑉𝜆𝑙

𝓉 − 𝐴ℴℓ𝒹_𝐻𝑉
𝑙 + 𝑋𝑚)  

 (32) 

Calculate selfish attack force as shown in equation 33. 

Let’s assume 𝒾𝒯ℛ  - current iteration, 𝑋 𝑎𝑛𝑑 𝜀 −decrease 

the power attack of two factors. 

𝑋𝑚 =× (1 − (2 × 𝒾𝒯ℛ × 𝜀))    (33) 

Calculate the number of sardines that improve the 

condition given by equation 34. Let’s assume 𝜂 − selected 

number. 

𝜂 = 𝑄𝐻 × 𝑋𝑚         (34) 

Calculate the alternative states of the swordfish state and 

the modern state of the hunted sardines, as shown in 

Equation 35. Let’s assume  

𝐴𝐻𝑉
𝑙 = 𝐴𝐻

𝑙 𝑖𝑓 𝑣(𝐻𝑙) < 𝑣(𝐻𝑉𝑙)      (35) 

Estimate the mean value weight of the selfish and sardine 

positions as described in Equation 36. Let’s assume P - 

mean value, 𝑚𝑜𝐻 − position of selfish, 𝑀𝑜𝐻 − position of 

sardine. 

𝑀 =
𝑀𝑜𝐻+𝑀𝑜𝐻

2
      (36) 

The condition of swordfish is likely to change based on 

the current state of the prey fish, increasing the chances of 

finding new prey. Additionally, in the EESONN classifier, 

the average of the two levels varies as the weight value. 

 

Fig 5. Elman Neural Network Structure 

The Ellman Neural Network architecture includes four 

layers: input, output, hidden, and context layers, as 

illustrated in Figure 5. ENNs possess higher 

computational power than feed-forward neural networks. 

Sardine schools avoid predation by changing their 

positions when one of their members is injured. 

Additionally, the population sets the maximum number of 

iterations and coefficient values. Figure 6 illustrates the 

flow chart for weight estimation during self-interest 

optimization. 

 

Fig 6. Selfish Optimization Structure 

4. Result and Discussion 

The EESONN method proposed in this study utilizes 

various performance measures to detect heart disease. It 

can detect CHD using a Python-based Jupiter notebook. 

With them, F1-Score, specificity, sensitivity, precision, 

and accuracy can be calculated to obtain an accurate 

estimate of heart disease risk. In addition, a confusion 

matrix can be used to measure the parameters of the heart 

disease classifier.  

Table 1. Simulation Parameter 

Simulation Values 

Name of the Dataset Cleveland Clinic Heart 

Disease Dataset 

Total number of 

datasets 

304 

Training 208 

Testing 96 

Tool  Jupiter 

Language Python 
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As mentioned in Table 1, they use a Python-based Jupiter 

Notebook to get the correct accuracy and detect CHD with 

the support of the dataset. 

 

Fig 7. Confusion Matrix Diagram  

A confusion matrix can not only show errors but also 

provide various metrics, as illustrated in Figure 7. Each 

metric has a specific significance and should be taken into 

account in certain situations. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TrPos +  TrNeg   

𝑇𝑟𝑃𝑜𝑠 + 𝑇𝑟𝑁𝑒𝑔 + 𝐹𝑎𝑙𝑃𝑜𝑠 + 𝐹𝑎𝑙𝑁𝑒𝑔
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TrPos 

𝑇𝑟𝑃𝑜𝑠 +  𝐹𝑎𝑙𝑁𝑒𝑔
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TrNeg   

𝑇𝑟𝑁𝑒𝑔 + 𝐹𝑎𝑙𝑃𝑜𝑠
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TrPos 

𝑇𝑟𝑃𝑜𝑠 + 𝐹𝑎𝑙𝑃𝑜𝑠
 

𝐹1𝑆𝑐𝑜𝑟𝑒 =
2 × Precision × Sensitivity   

Precision +  Sensitivity 
 

 

Figure 8 displays a study of the heart disease prediction 

dataset's accuracy provided by Kaggle. In addition, a 

confusion matrix view displays errors and provides 

various metrics and significance levels for each 

measurement. Therefore, with the proposed EESONN 

method, sensitivity analysis can be conducted among 

these metrics to obtain the CHD predictor and accuracy. 

Compared to DNN, GS, and UCNN methods analysed 

from the literature with the proposed method, they are 

43% lower. However, the EESONN method improved 

CHD prediction by 63%. 

 

Fig 8. Analysis of Sensitivity 

 

Fig 9. Analysis of Specificity 

Figure 9 illustrates how Kaggle can be utilized to obtain 

the dataset for heart disease detection. Accuracy scores 

can also be obtained. The confusion matrix view not only 

shows errors but also provides various metrics as well as 

the specific meaning of each measurement. With the 

proposed EESONN method, CHD predictors can be 

detected with specific analysis and accuracy. Compared to 

literature analysis methods using GS, UCNN, and DNN, 

the proposed method is 49% lower. However, EESONN 

improves CHD prognosis by 69%. 

 

Fig 10. Analysis of Precision  
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The dataset used to forecast heart illness is sourced from 

Kaggle, as Figure 10 illustrates. The proposed EESONN 

method accurately identifies CHD prognostic factors 

through fine-grained analysis. Compared to literature 

analysis methods that use GS, UCNN, and DNN, 

EESONN improves CHD prediction by 73% despite 

having a lower success rate of 53%. With this method, a 

precision score can be obtained. The confusion matrix 

displays not only errors but also various metrics and the 

specific meaning of each metric. 

 

Fig 11. Analysis of F1-Score 

Fig. 11 illustrates the use of F1-score performance 

analysis for predicting heart disease prognosis based on 

the Kaggle dataset. The accuracy score obtained from the 

dataset is accompanied by a confusion matrix display. 

This shows not only the error but also the performance 

impact of various metrics and the F1 score for each. CHD 

prediction can be verified by analysing the F1 score and 

the accuracy of the proposed EESONN method. EESONN 

showed an 83% improvement in CHD prediction 

compared to data analysis methods using DNN, UCNN, 

and GA. However, the success rate of this method is 79%. 

 

Fig 12. Analysis of Accuracy 

To evaluate the performance index, we first estimated 

cardiovascular disease. This is accomplished by 

processing Kaggle data and analysing various methods 

based on the collected data. Figure 12 shows the EESONN 

method for predicting CHD. Accuracy scores obtained 

from the data can be compared with the confusion matrix. 

Additionally, when we tested the accuracy of methods 

such as DNN, UCNN, and GA based on data, it was 81%. 

However, when we tested the plan’s accuracy, its score 

increased to 96%. 

5. Conclusion 

An effective method for predicting CHD is proposed, 

including optimal feature selection based on CSSDF and 

improved EESONN classification. Preprocessing, feature 

weighting, feature selection, and data classification are all 

part of the process in order to achieve accurate 

predictions. At the start of the project, the team collected 

data from the Cleveland Clinic Heart dataset through 

Kaggle. To improve data quality, they implemented the 

IDQFG method in data pre-processing to handle missing 

values. The team used the WRA method to select features 

based on their weights. This method helped them 

eliminate underweight symptoms and identify overweight 

symptoms. To further refine the features, the team 

combined the largest information coefficients and 

removed redundant features. Their final model was based 

on features selected using the CSSDF algorithm. The 

proposed EESONN method showed a significant 

improvement in prediction accuracy over the inefficient 

classifier, indicating good CHD detection performance. 

Based on the simulation results, the CSSDF-EESONN 

method outperforms other classifiers and advanced 

methods in terms of all performance metrics when tested 

on the datasets. The accuracy score is then compared to 

the confusion matrix for further evaluation. After testing, 

the proposed method had 96% accuracy. In the future, 

more developed methods and algorithms will be utilized 

to predict CHD in the short term. 
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