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Abstract: The study introduces an innovative multimodal picture steganography framework addressing data security concerns in digital 

communication. The framework integrates multi-domain feature analysis and secret-sharing techniques for enhanced security 

confidentiality. Utilizing resizing and bitwise operations for steganography, along with (n, k) Shamir Secret Sharing for visual 

cryptography, the model excels in security measures. The algorithmic approaches of the proposed model designed for text, image, audio, 

and video processing within the multimedia landscape are thoroughly discussed. Comparative analyses demonstrate the superior 

performance of the proposed model in terms of RMSE, MAE and PSNR across audio, video, picture, and text modalities when compared 

to existing models. Significant improvements are observed in RMSE values, with reductions of 45%, 36%, and 15%, along with the 

improved PSNR values in the audio case compared to Chen L, Chen Y and Mo X, respectively. In the image case, the model consistently 

achieves lower RMSE and MAE values with higher PSNR values, showing improvements of about 48%, 35%, and 13% compared to 

Chen L, Chen Y and Mo X. Video steganography sees approximately 30% and 21% reductions in RMSE values compared to Chen L and 

Chen Y, with improved PSNR values. Text steganography displays noteworthy advancements compared to Chen L, including a 13% 

reduction in delay compared to Mo X. The proposed model outperforms existing models Chen L, Chen Y and Mo X in audio, video, 

image, and text steganography. The proposed model demonstrates superior performance and reduced processing time and provides an 

effective solution for securely embedding information. With applications spanning digital media, telecommunications, and information 

security, it offers a reliable and versatile solution for secure data embedding in diverse scenarios. 

Keywords: Multimodal steganography, Visual cryptography, Shamir Secret Sharing, Multi-domain feature analysis, Data security  

1. Introduction 

In the dynamic landscape of contemporary digital 

advancements, prioritizing data security and ensuring the 

confidentiality of communications has become imperative. 

The extensive exchange of sensitive information across 

diverse communication channels shows a growing demand 

for robust methodologies to shield this data from 

unauthorized access and interception [1,2]. Steganography 

and the visual cryptography landscape include diverse 

models that emerge as viable methods to address these 

concerns effectively.  

Steganography achieves concealment by embedding 

information within multimedia content [3, 4], while Visual 

Cryptography combines secrets into multiple components 

[5].   

In steganography various models are explored: (a) Least 

Significant Bit Substitution involving the replacement of 

the least significant bits (LSB) in the cover data with secret 

datasets, susceptible to statistical analysis and advanced 

algorithms [4, 6, 7, 8], (b) Spread Spectrum Approaches 

dispersing confidential data across various frequency 

domains, resistance, yet adding complexity and potential 

degradation of cover datasets [9,10] and (c) Techniques in 

the Transform Domain like discrete cosine transform 

(DCT) and the discrete wavelet transforms (DWT) [11, 

12], leverages frequency characteristics of the cover data to 

integrate secret information, enhances imperceptibility and 

resistance, though demands computational resources 

during embedding and extraction processes [13, 14, 15].  

There are various models in visual cryptography: (a) (2,2) 

In the visual cryptography scheme, a binary secret is split 

into two shares, each represented by a different random 

pattern. The hidden information is revealed upon 

superimposing these two shares. Although simple, it is 

limited to binary secrets. It requires accurate alignment of 

the shares for successful reconstruction [19,20], (b) (n,n) 

Visual Cryptography Scheme fragments a share into n 

shares with different random patterning processes, offering 

greater flexibility and capability for larger secrets. 

However, the presence of all n shares is necessary for 

successful reconstruction [19,20] and (c) Shamir (k,n) 

Secret Sharing System in which the system divides the 

secret into n shares, with k shares sufficient for 

reconstructing the secret. Utilizing both audible and visual 

components, this system provides enhanced protection and 

fault tolerance compared to basic visual cryptography [5]. 

Despite significant contributions, notable limitations 
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persist, including unimodal focus and a lack of capability 

to address multimodal scenarios in the existing model. 

Therefore, improvements in imperceptibility, robustness, 

and data security within established models are needed. 

Some recent works in cryptography and steganography 

deal with leveraging network capabilities, private keys, and 

neural networks. A detailed review of crypto-stego is also 

given by Jan et al. [21]. A multiscale fusion Extraction 

Block leveraged with a U-Net network for steganography 

has been described by Zeng et al. [21]. Multiple-image 

steganography using private keys has been described by 

Hyeokjoon et al. [22]. Convolution neural networks have 

been used for multi-domain learning in steganography by 

Wang et al. [23] 

The present study introduces a novel, advanced, 

comprehensive architecture for a highly efficient 

multimodal picture steganography system that integrates 

multi-domain feature analysis and secret-sharing 

procedures. The proposed framework includes 

steganography and visual cryptography operations across 

four modalities: image, audio, video, and text. For 

steganography, a meticulous scaling strategy is employed 

to reduce the size of the data to be concealed to 

approximately one-third of the size of the input data, 

ensuring the effective embedding of confidential 

information. The steganography method involves a 

sequence of bitwise operations, called bit shifting, to 

conceal the desired data within the utilized datasets and 

samples. In addition to steganography, the framework 

incorporates visual cryptography based on the (n, k) 

Shamir Secret Sharing method [2] as a complementary 

procedure to steganography. The synergistic interplay of 

visual cryptography and steganography further fortifies the 

security of the encoded confidential information. The 

details of the algorithmic approaches embedded within the 

proposed model, crafted explicitly for processing text, 

image, audio, and video within the expansive multimedia 

landscape, are systematically discussed in the present 

study. Extensive testing across diverse multimedia datasets 

has been done to validate the efficacy and efficiency of this 

proposed framework. 

The proposed framework not only furnishes a dependable 

and secure approach to conceal sensitive information 

within multimedia data but also serves as a catalyst for 

secure communication and safeguarding data privacy 

across digital media, telecommunications, and information 

security domains. The paper delves into the intricate details 

of the proposed framework, spanning the methodology, 

findings, and analysis. This comprehensive exploration 

aims to underscore the manifold advantages of the 

framework and shed light on its potential applications in 

real-world scenarios. 

2. Methodology  

A synthesis of multi-domain feature analysis, secret 

sharing activities, and visual cryptography has been 

employed to construct the multimodal picture 

steganography framework. This design intends to enhance 

the steganography process' security, efficiency, and 

resilience by integrating multimodal capabilities for 

embedding secret information into multimedia datasets. 

The flow diagram of the proposed technique is illustrated 

in Figure 1.    

2.1 Examination of Features Across Modalities 

The initial phase of the framework involves multi-domain 

feature analysis, leveraging the unique characteristics of 

various modalities, including image, audio, video, and text. 

The design process includes: 

2.1.1 Choosing of Modalities for Analysis: Modalities are 

selected based on their relevance to the data that needs to 

be concealed and their potential to yield distinct and 

complementary qualities. 

2.1.2 Feature Extraction: It is performed for each chosen 

modality, capturing essential qualities such as colour 

histograms, texture descriptors, and local binary patterns 

for pictures, spectral energy and Mel-Frequency Cepstral 

Coefficients (MFCC) for audio, among other modal-

specific features, exploitable for embedding confidential 

information. 

2.1.3 Feature Analysis and Fusion: The features collected 

from various modalities undergo a deep analysis and then 

merged to provide a comprehensive representation of 

datasets and samples. Various analyses, such as statistical, 

correlation, and machine learning methods, are employed 

to explore links and dependencies between characteristics. 

2.1.4 Feature Selection and Dimensionality Reduction: 

Techniques such as feature ranking, feature significance 

analysis, and principle component analysis (PCA) are 

employed to choose discriminative and representative 

features, intending to reduce the computational complexity 

and improve the framework's overall performance. Upon 

completion, the multi-domain feature analysis, evaluated, 

fused, and appropriately reduced in dimensionality, forms 

a robust foundation for the subsequent phases of the 

multimodal picture steganography framework process. 
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Fig 1. Flow diagram of the proposed technique 

2.2 Operations for Sharing Confidential Information 

The second element of the proposed architecture focuses 

on sharing confidential information using the (n, k) Shamir 

Secret Sharing system. The following procedures were 

involved in this design process: 

2.2.1 Selection of the Shamir Secret Sharing Scheme: After 

thoroughly evaluating various secret sharing schemes, the 

(n, k) Shamir Secret Sharing scheme was chosen for its 

increased security and fault tolerance. This scheme divides 

secret information into n shares, requiring k shares to 

reconstruct the original secret. This strategy aligns well 

with the proposed framework by balancing adaptability 

and safety. 

2.2.2 Production of Shares: This involves dividing 

confidential information into n unique shares, ensuring that 

each share individually revealed no information about the 

original secret, preserving its integrity. These shares are 

distributed across various visual components, including 

pictures, music, video, and text, to maximize protection 

and resiliency for confidential information. Appropriate 

embedding methods were applied to conceal each share 

within multimedia datasets and samples, ensuring their 

invisibility to the viewer. 

2.2.3 Reconstructing the Original Secret: Reconstructing 

the original secret necessitated collecting at least k shares 

as the procedures specified by the Shamir Secret Sharing 

system to rebuild the original file. This ensures the precise 

reconstruction without compromising the safety of the 

information sets. The successful completion of the secret 

sharing operations component has endowed the developed 

multimodal picture steganography framework with an 

effective method of segmenting and distributing secret 

information across various visual aspects. 

3 Steganography Operations  

The steganography operations within the proposed 

framework aim to seamlessly embed secret information 

into cover data while preserving data integrity and 

remaining undetectable. The following procedures were 

involved in this design process: 

3.1 Downsizing Operation: A downsizing operation was 

used to reduce the data to be steganographed (E) to about 

one-third of the size of the supplied data (I). Image resizing 

maximizes the efficiency of cover data utilization and 

minimizes discernible differences introduced by the 

embedding process. 

3.2 Embedding Confidential Information: A sequence of 

embedding operations was conducted for each value in the 

array 'E' to conceal confidential information within the 

read-in data (I). Bitwise manipulations were performed, 

involving embedding the most significant bit (MSB) of 

each element in E into the least significant bit (LSB) of the 

corresponding element in I. Equation 1 was utilized for this 

embedding process, ensuring the retention of the original 

data while incorporating confidential information. 

𝐼𝑖𝑗 = (𝐼𝑖𝑗& 0𝑥𝐹𝐸) | ((𝐸𝑖𝑗& 0𝑥80) ≫ 4) … (1) 

3.3 Storage of Additional Bits: Besides embedding the 

MSB, the framework stores the following two significant 

bits in the succeeding byte of the input data using Equation 

2. This step ensures data sample integrity and Equation 3 

completes encoding the next three bits in the third byte of 

the message. These processes are applied across all input 

samples, securely dispersing and concealing confidential 

information within cover datasets and samples. 

𝐼𝑖+1𝑗 = (𝐼𝑖+1𝑗& 0𝑥𝐹𝐷) |  ((𝐸𝑖𝑗&0𝑥60) ≫ 4) … (2) 

𝐼𝑖+2𝑗 = (𝐼𝑖+2𝑗&0𝑥𝐹8) | ((𝐸𝑖𝑗&0𝑥1𝐷) ≫ 4) … (3) 

With the completion of these operations’ components, the 

multimodal image steganography framework successfully 

implants secret information within cover data, maintaining 

detectability and preserving data sample integrity. 

Integrating multi-domain feature analysis, steganography 

methods, and secret sharing procedures establishes a 

practical and secure multimodal image steganography 

framework, providing increased security, resilience, and 

efficiency in embedding secret information into 

multimedia datasets and samples. 
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The workflow of this study can be succinctly outlined as 

follows: 

Input: 

o Data (image, audio, video, or text) 

o Secret message or data to be hidden (if applicable) 

Output: 

o Securely encoded data (stego-data) 

Process: 

1. Select the Data Type: 

o Choose the data type (image, audio, video, or 

text). 

For Image Data Type: 

o Apply a modified Least Significant Bit (LSB) 

technique to encode similar-sized data samples 

into the image. 

o Embed the secret message or data into the LSB of 

the image pixels. 

For Audio Data Type: 

o Apply a modified LSB technique to encode 

similar-sized data samples into the audio file. 

o Embed the secret message or data into the LSB of 

the audio samples. 

For Video Data Type: 

o Apply a modified LSB technique to encode 

similar-sized data samples into the video frames. 

o Embed the secret message or data into the LSB of 

the video frames. 

For Text Data Type: 

o Apply a modified LSB technique to encode 

similar-sized data samples into the text document. 

o Embed the secret message or data into the LSB of 

the text characters. 

 

2. Utilize the Bio-inspired Elliptic Curve Cryptography 

(BECC) model for enhancing data security: 

o Generate an elliptic curve and prime key sets 

using the Mayfly Optimization (MO) Model. 

o Store these optimal curve types and prime key 

sets for future reference. 

3. Encrypt the Stego-Data using the BECC Model: 

o Apply the selected elliptic curve and prime key 

sets for encryption. 

o Perform encryption on the stego-data samples. 

4. Store Encrypted Data  

o Save the encrypted data for future use or 

transmission. 

5. Evaluate Quality: 

o Calculate Peak Signal to Noise Ratio (PSNR) and 

Mean Squared Error (MSE) to assess the quality 

of the encoded data samples. 

6. Output: 

o Output the securely encoded data (stego-data) and 

the BECC encryption parameters. 

7. Performance Comparison: 

o The proposed method reduces the delay needed 

for encryption and steganographic processes by 

8.3% compared to existing methods while 

maintaining high PSNR and low MSE levels for 

the same data samples. 

A. Algorithms of the proposed model for multimedia  

The algorithmic approaches designed for text, image, 

audio, and video processing within the multimedia 

landscape are discussed below.  

a. LSB Algorithm for Text: 

Input: 

• Text Message (Message) 

• Cover Text (Cover) 

• Key for Encryption (Key) 

Output: 

• Stego Text (Stego_Message) 

Algorithm: 

1. Divide the Text Message (Message) into smaller 

chunks if needed, ensuring each can be encoded 

separately. 

2. For each chunk in the Text Message:  

a. Convert the chunk into a binary representation.  

b. Apply encryption to the binary chunk using the 

provided Key.  

c. Embed the encrypted chunk into the Cover Text 

(Cover) using a specific method to hide the data 

within the text.  

d. Append the resulting text with the embedded 

chunk to the Stego Text (Stego_Message). 

3. Return the Stego Text (Stego_Message) as the 

output. 

b. LSB Algorithm for Image: 

Input: 

• Secret Image (Secret_Image) 

• Cover Image (Cover_Image) 
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• Key for Encryption (Key) 

Output: 

• Stego Image (Stego_Image) 

Algorithm: 

1. Divide the Secret Image (Secret_Image) into 

smaller blocks or chunks. 

2. For each block in the Secret Image:  

a. Apply encryption to the block using the 

provided Key.  

b. Embed the encrypted block into the Cover 

Image (Cover_Image) using a specific method to 

hide the data within the image. 

3. Return the resulting Cover Image (Cover_Image) 

with the embedded blocks as the Stego Image 

(Stego_Image). 

c. LSB Algorithm for Audio 

Encoding: 

i. Input the text message that is to be embedded. 

ii. Read the audio file and text message in binary. 

iii. The converted binary audio file is sampled into 

8-bit equal-size samples. 

iv. Store audio files in a matrix of a[8][8]. 

v. Select data reside on the Fibonacci index [j] of 

the matrix of the audio file. 

vi. Taking this data of the Fibonacci index, select 

the index value where a[j]%2== 0 

Where ‘j’ is the Fibonacci index of the 

matrix. 

vii. Embed the data in the reverse order in LSB at 

the selected position. 

viii. Repeat steps 6 to 8 until the complete text is 

encoded. 

Decoding: 

i. Read the audio file in binary form. 

ii. Select the value at the Fibonacci index [j]. 

iii. Retrieve the index value of a[j]%2 == 0 

iv. Decode the encoded data from the LSB 

technique. 

v. Store the binary value of the Least Significant 

Bits. 

vi. Convert the binary values to decimal to get the 

ASCII values of the secret message. 

vii. From the ASCII value, read the secret message. 

d. LSB Algorithm for Video 

Encoding: 

C:- Carrier Video Stream 

Cf:- Set of Frame of Carrier Video StreamH:-Hidden 

Image. 

Hf:- Set of Images. 

HT:- Stego Video Stream 

HTf:- Set of Frame of Stego Video Stream HT:-

Reconstructed Video Stream 

HTf:- Set of Frames of Reconstructed Stream K: -Key 

 

Input:- Carrier Video C(W, H, Nc), Hidden Image H(W, 

H, Nh), Key. 

Output:- Stego Video HT(W,H,N) 

Algorithm:- Stego Video (C, H, K) 

Where C and H are the carrier Video and hidden Image 

with height H and Width W, Number of Frames Nc and Nh 

attributes and Symmetric encryption key. 

{ 

Extract Frames of carrier video Cf and Secret Image Hf, 

respectively. 

Cf= Extract_Frames(C) 

Hf=Images(H) 

1. N= Nc 

2. For k=1toN//Work for each frame of video C and H. 

{ 

i. Read Images Hf[k]//One frame from each 

set 

Message=Hf(k) 

ii. Represent Images Hf(k) in integer. 

iii. Prepare a header for the size of Images 

and add it to the beginning of the frame. 

Header=size(Message) 

//In integer, total 8bits 4-4 to each Height and Width. 

New_Message=Add(Header,Message) 

iv. For each Used Image, Perform 

Encryption with Key k 

Encrypt_Message = XOR (New_Message,k) 

v. Read Frame 
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Cf(k)Cover=Cf(k

) 

vi. Embed the secret frame under the cover 

frame’s LSB using sequential encoding 

with RGBBGRRGB with a predefined 

pattern. 

//R.G.B means each bit stored in the next pixel's Red, 

Green, and Blue bands. 

Stego_Message = Embed (Cover, 

Encrypt_Message) 

vii. Generate the 

StegoFrame 

HTf(k)=Stego_Messag

e 

} 

Add the Stego Frames set HTk to form video with 

proper frame rate and compression. 

} 

Decoding: 

Input: - Stego_Video HT(W, H, N ), Key. 

Output: - Hidden/Secret Images HT (W, H, Nh) 

Algorithm:- Extract_Video (HT, K) 

//Where HT is the Hidden Images with Height H and 

Width W, Number of Images N attributes 

{ 

Extract frames set HTf from the Stego video. 

HTf=Extract frames(HT) 

3. Nh=N 

4. Fork=1toN//Work for frameset of video HT 

{ 

i. Read frame HTf[k]//One frame for each set HTf. 

Stego_Message=HTf(k) 

ii. Extract Header from frames which was added at 

the time of encoding from LSB of stego frame 

following sequential decoding with 

RGBBGRRGB predefined pattern 

Header=LSB(Stego_Message)//OnlyLSB //of 8 bytes 

of 

Steg0_MessageSecret_Message=LSB(Stego_Mes

sage) 

//LSBofwholeStego_MessageexceptFirst8bytes. 

iii. Perform Decryption of Header and 

Secret_Message with Keyk 

Header=XOR (Header,k) 

Secret_Message=XOR(Secret_Message,k) 

iv. Reconstruct the Hidden Images from 

Secret_Message. 

HT(k) Reconstruct(Secret_Message) 

} 

} 

The (n, k) Shamir Secret Sharing scheme, employed post-

steganography, enhances security and fault tolerance. 

Figures 2 (a) and 2 (b) illustrate the secret sharing and 

recovery phase. 

 

Fig 2 (a): Secret sharing process  

 

Fig 2 (b): Secret recovery process 

3. Results and Discussion 

This section presents a comprehensive comparative 

analysis of the proposed multimodal with three alternative 

models, focusing on the steganography and cryptography 

processes applied to audio, video, picture, and text data 

samples. 

3.1 Audio Data Case: 

Table 1 illustrates the superior fidelity of our proposed 

model in preserving original audio material, as indicated 

by lower RMSE and MAE values compared to [16, 17, and 

18]. The RMSE values have improved by 45%, 36%, and 
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15% from [16, 17, and 18], respectively. Additionally, the 

higher PSNR value indicates practical signal quality 

preservation, showing improvements of approximately 

13%, 9%, and 6% compared to [16, 17, and 18], 

respectively. Notably, the proposed model exhibits reduced 

processing time, facilitating faster embedding and 

extracting confidential information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Results of the Audio Steganography Process. 

3.2 Video Data Case: 

In video steganography (Table 2), our model consistently 

outperforms our counterparts [16, 17, and 18], achieving 

lower RMSE and MAE values and higher PSNR values, 

signifying the faithful preservation of original video 

content. Improvements of approximately 30% and 21% in 

RMSE values, 28% and 20% in MSE values, and 14% and 

8% in PSNR values are observed compared to [16 and 17], 

respectively. However, the outcomes are slightly improved 

compared to [18]. 

3.3 Image Data Case: 

Table 3 presents data demonstrating that our proposed 

model consistently achieves lower RMSE and MAE values 

while higher PSNR values than [16, 17, and 18], 

highlighting superior fidelity in preserving original image 

content. RMSE values have improved by 48%, 35%, and 

approximately 13% compared to [16, 17 and 18], 

respectively. About 45%, 25%, and 14% improvements are 

observed for MAE values. The higher PSNR values show 

notable improvements of approximately 12%, 6.5%, and 

2% compared to [16, 17, and 18], respectively. Like audio, 

the proposed model exhibits reduced processing time for 

faster embedding and extracting confidential information 

3.4 Text Data Case: 

Table 4 shows that the proposed model demonstrates 

significant improvements in all analyzed parameters 

compared to [16]. Results are comparable to [17 and 18], 

except for delay, which shows an improvement of 

approximately 13% compared to [18]. 

Steganographed Text Example 

Input Text: "I love to read books." 

Steganographed Text: "I love to get new books and read 

books." 

Output: "I love to SECRET read books." 

Here, “get new books and” is the encoded message, while 

“SECRET” is the decoded message obtained by the 

proposed model process. 

In summary, the proposed model consistently outperforms 

previous models regarding fidelity and efficiency across 

various modalities, including audio, video, picture, and text 

steganography. It consistently achieves lower RMSE and 

MAE values, higher PSNR values, and reduced processing 

delays across diverse datasets and samples. 

 

Table 1. Audio Steganography Results and Comparisons 

Parameters 
Proposed  

Model 
Ref [16] 

Rel. change 

w.r.t [16] 

(%) 

Ref [17] 

Rel. change 

w.r.t [17] 

(%) 

Ref [18] 

Rel. change 

w.r.t [18] 

(%) 

RMSE 0.023 0.042 45.24 0.036 36.11 0.027 14.81 

MAE 0.012 0.021 42.86 0.018 33.33 0.015 20.00 

PSNR 56.7 50.2 12.95 52.1 8.83 53.6 5.78 

Delays (ms) 2.9 4.5 35.56 3.9 25.64 3.4 14.71 
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4. Conclusion and Future Scope  

This study presents an advanced, novel multimodal picture 

steganography framework, integrating multi-domain 

feature analysis and secret sharing techniques. Operating 

seamlessly across diverse data modalities—audio, video, 

pictures, and text—the model exhibits unparalleled 

fidelity, efficiency, and concealing capabilities compared 

to existing models. The algorithmic core relies on 

sophisticated multi-domain feature analysis, significantly 

reducing RMSE and MAE values alongside higher PSNR 

values. Integrating the (n, k) Shamir Secret sharing method 

enhances resilience, elevating the overall robustness of the 

proposed model. Consistent comparisons with existing 

models underscore superior fidelity, which is evident 

through lower RMSE and MAE values and higher PSNR 

values. Beyond fidelity, the model demonstrates 

accelerated information processing, minimal delays, and an 

enhanced concealment capacity across digital media 

formats. 

Comparative analyses demonstrate the superior 

performance of the proposed model across various 

modalities, including audio, video, picture, and text. In 

audio steganography, our model excels with RMSE values 

improving by 45%, 36%, and 15% compared to existing 

models [16, 17, and 18]. For video steganography, the 

framework achieves substantial reductions in RMSE 

values (approximately 30% and 21%) compared to [16 and 

17], accompanied by improvements in PSNR values. The 

model consistently outperforms counterparts in image 

steganography, showing reductions of about 48%, 35%, 

and 13% in RMSE values compared to [16, 17, and 18]. 

Text steganography reveals significant improvements 

compared to [16], with a 13% reduction in delay compared 

to [18]. 

The developed framework stands as a testament to superior 

performance and lays the foundation for ongoing research. 

Addressing emerging challenges and enhancing 

capabilities contribute to the evolution of steganography 

methodologies, ensuring efficacy in an ever-evolving 

digital landscape. While the proposed model advances 

multimodal steganography, future research directions 

include exploring advanced feature analysis, adaptive 

capacity allocation, resilience against sophisticated attacks, 

and real-time implementation considerations. Such 

trajectories aim to optimize further concealing capacity, 

enhance security, and improve practical usability, ensuring 

the model's continued evolution. Additionally, it is crucial 

to investigate the model's resilience against advanced 

attacks and evaluate its performance in real-world 

scenarios. Further exploration of novel cryptographic 

techniques and integration with emerging technologies like 

blockchain could fortify data security. 

 

Fig 4. Results of the Video Steganography Process 

 

Fig 5: Results of the Image Steganography Process 

Table 3: Image Steganography Results and Comparisons 

Paramete

rs 

Propos

ed 
Ref 
[16] 

Rel. 

Chan

ge 

w.r.t 
[16] 

(%) 

Ref 
[17] 

Rel. 

Chan

ge 

w.r.t 
[17] 

(%) 

Ref 
[18] 

Rel. 

Chan

ge 

w.r.t 
[18] 

(%) Model 

RMSE 0.013 
0.02

5 
48 0.02 35 

0.01

5 
13.33 

MAE 0.006 
0.01

1 
45.45 

0.00

8 
25 

0.00

7 
14.29 

PSNR 68.5 61.2 11.93 64.3 6.53 67.2 1.93 

Delays 

(ms) 
1.3 2.9 55.17 2.2 40.91 1.8 27.78 

 

Table 4: Text Steganography Results and Comparisons 

Paramete

rs 

Propos

ed 
Ref 
[16] 

Rel. 

Chan

ge 

w.r.t 
[16] 

(%) 

Ref 
[17] 

Rel. 

Chan

ge 

w.r.t 
[17] 

(%) 

Ref 
[18] 

Rel. 

Chan

ge 

w.r.t 
[18] 

(%) 

Model 

RMSE 0.002 0.003 33.33 
0.00

2 
0 

0.00

2 
0 

MAE 0.001 
0.001

2 
16.67 

0.00

1 
0 

0.00

1 
0 

PSNR 78.2 75.4 3.71 77.1 1.43 77.8 0.51 

Delays 

(ms) 
0.4 0.6 33.33 0.4 0 0.46 13.04 
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