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Abstract: Financial fraud has increased dramatically along with the rise of advanced technologies and worldwide connection. There are 

several types of financial fraud, each with its unique characteristics. This paper focuses on detecting accounting fraud in publicly traded 

firms. This study proposed a framework for financial fraud prediction and detection using machine learning (ML). This study utilized 

single ML models like Logistic Regression (LR), Naïve Byes (NB), Extreme Gradient Boosting (XG-BOOST), and ensemble techniques 

to identify fraud. Each classifier was assessed for accuracy, recall, precision, and testing and training time. The proposed ensemble 

classifier, which includes NB, LR, and XGBOOST, outperformed the single models by achieving accuracy, precision, and recall of 

99.46%, 99.6%, and 99.82%, respectively. The findings suggest that the proposed ensemble model can forecast financial fraud more 

precisely and efficiently than other classifiers. 
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1. Introduction 

There has been an enormous increase in fraud in recent years, 

with negative consequences for both financial firms and their 

clients. The identification of accounting fraud in publicly listed 

organizations is one of the most exciting and demanding 

applications of ML in computational finance [1]. There are many 

different sectors in the financial sector where ML is being used to 

enhance operations, such as fraud detection, payment processing, 

and regulation [2]. Insiders (including managers and controlling 

owners) committing accounting fraud at publicly traded 

companies is a global issue [3]. Suppose frauds are not 

discovered and stopped promptly. In that case, they have the 

potential to inflict enormous damage to the stakeholders of the 

companies that are directly involved in the frauds (for example, 

Enron and WorldCom) [4]. As a result of competing with 

fraudulent enterprises for limited financial resources and 

customer spending, genuine businesses may be affected indirectly 

by fraudulent ones [5]. In addition, the financial market's 

ambiguity regarding the occurrence of frauds could hinder the 

proper functioning of financial markets and economic 

development owing to information asymmetry among company 

insiders and outside investors [6]. Fraud in the accounting 

profession is very difficult to uncover. And even if it does, by the 

time the problem is identified, the damage is usually already done 

to a considerable extent [7]. Therefore, regulators, auditors, and 

investors would all benefit significantly from having access to 

methodologies that are both efficient and effective for detecting 

corporate accounting fraud [8]. 

Financial statement fraud is the rarest but most expensive fraud, 

with the Association of Certified Fraud Examiners (2020) 

estimating annual fraud losses for firms at 5% of overall revenue, 

or $4.5 trillion [9]. Investors, regulators, and auditors would all 

benefit from the timely discovery of accounting fraud to save 

related expenses [8]. Two major concerns are to be considered. 

First, large sample sizes are required because of the significant 

class imbalance between identified fraud and non-fraud instances 

and "partial observability of fraud” [10]. The second issue is that 

knowledge asymmetry about organizational behavior is not 

completely reflected in aggregate financial data [11]. When it 

comes to publicly listed companies, accounting fraud may have 

far-reaching economic implications, endanger the financial 

security of investors, and affect market confidence. This study 

aims to address these issues and develop an efficient method for 

the detection of financial fraud by using the ensemble learning 

approach, which is one of the most potent ML approaches, 

instead of the more standard method of logistic regression. For 

evaluating the efficacy of fraud prediction algorithms, this study 

proposes a novel performance assessment measure inspired by 

ranking problems but better suited to fraud prediction tasks. The 

study begins with the same theoretically motivated raw 

accounting data and demonstrates that the proposed fraud 

detection model significantly outperforms various ML classifiers, 

including LR, NB, XGBOOST, etc. 

This study employs a live implementation of an ML method to 

uncover accounting fraud in publicly traded businesses. This 

study is structured as follows: Section 2 provides a literature 

review of relevant prior work; Section 3 provides a brief 

description of the dataset used in this study; Section 4 defines the 

technique used in this study, which is ML, along with the 

proposed methodology. In Section 5, the result and comparative 

analysis have been done based on various performance metrics. 

In section 6 conclusion and future have been explained [13]. 

1.1. Financial Fraud 
Bank robbery does have far-reaching consequences for the 

investing industry in daily life. If a person engages in misleading 
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behavior with the malicious motive of gaining some kind of 

illegal benefit, then it is called fraudulent behavior. The goal of 

every fraudulent act is to get some benefit or value at the expense 

of another party. Changing tax and insurance records and faking 

sales are the most common types of fraud in the real estate 

market. Even though such actions are uncommon, they are often 

carried out by people, organizations, and even businesses. The 

confidence in an industry, people's ability to save money, and the 

cost of living can all be impacted by these kinds of fraud [14]. 

Financial institutions utilize numerous anti-fraud strategies. 

Criminals who commit fraud are resourceful and continually 

devise novel strategies to defeat security measures. Crimes 

against the economy continue to be committed despite the efforts 

of banks, law enforcement, and the government. Criminals 

operating in today's world may be a highly inventive, 

exceptionally intelligent, and lightning-fast bunch. In this study, 

several techniques for detecting fraud are compared. It's also used 

to explore large datasets for hidden patterns. In addition, because 

of the exponential increase in fraud that annually affects the 

financial industry, fresh methods of detecting fraud are constantly 

being created and used in other industries [15]. Figure 1 shows 

the overall categorization scheme of financial fraud. 

The various types of fraud can be explained as follows:  

1. Security and exchange commodities fraud: Connell 

University Law School (CULS) classifies market 

manipulation, securities account theft, and wire fraud as 

types of security fraud [16]. Market manipulation, high-

yield investment fraud, commodity fraud, foreign currency 

fraud, after-hours trading, broker theft, etc., are just some of 

the many services it offers.  

2. Bank fraud: It is carried out with the intent to deceive a 

financial institution or to fraudulently gain funds, assets, 

credits, securities, or other property belonging to such an 

entity. Criminal offenses include mortgage fraud, money 

laundering, etc.  

3. Insurance fraud: These are the ones that arise in the middle 

of the insurance procedure. Healthcare providers, patients, 

agents, brokers, and staff members could be affected at any 

point in the application, billing, rating, claims, and 

eligibility processes.  

4. Other related financial fraud: These include the categories 

mentioned above, such as corporate fraud and mass 

marketing fraud [17]. 

 
Fig. 1: Financial fraud classification [18]. 

 

 

1.2. Significance of Machine Learning in Fraud Detection 

Traditional methods of fraud detection take up a lot of time. 

Hence, there should be some AI models for finding and blocking 

financial fraud [19]. Many computational intelligence-based 

methods may be found among these intelligence-gathering 

methods. Both supervised and unsupervised ML techniques are 

used in the fraud detection system. On the other hand, the 

supervised technique depends on the transaction based on 

fraudulent and legal and then classifications freshly happened 

transactions based on the learned model, in contrast to the 

unsupervised model of identifying fraud, which focuses on 

transactions that fall in outliers. Backpropagation of mistakes is 

an example of an algorithm used to identify fraud that employs 

both forward and backward passes [20]. 

ML improves data management and data processing. Recent 

research teaches robots autonomy. Robots must learn and make 

smart judgments. Mathematicians & computer scientists tried 

several solutions [21]. Supervised learning enables computers to 

anticipate and classify tagged datasets. This helps robots adapt 

old data to new data. Supervised learning algorithms find data 

patterns, linkages, and correlations using mathematical models 

for precise forecasts and judgments. Unlabeled datasets teach 

computers. Algorithms find unlabeled patterns. Unsupervised 

learning lets robots find hidden patterns, synthesize data, and spot 

abnormalities. It helps experimental data analysis and 

categorization [22]. Reinforcement learning teaches robots. 

Robots learn reinforcement. Reward and punishment drive them. 

Mathematical algorithms and models help robots make decisions 

and reach objectives [23]. 

Deep learning is trendy. Multi-layered artificial neural networks 

reveal complicated patterns and representations from difficult 

data. Computer vision, Natural Language Processing (NLP), and 

robotics are its strengths. ML teaches computers supervised, 

unsupervised, reinforcement, and deep learning. These methods 

let robots learn, improve, and make data-handling judgments. ML 

approaches help intelligent computers organize and use data in 

numerous fields [24]. Figure 2 shows the ML types. 

 
Fig. 2: Various types of ML techniques [24] 

 

1.2.1  Supervised Learning (SL) 

ML is frequently used to train a function that converts input to 

output from example, input-output pairs [25]. It learns a function 

by comparing it to labelled training data and a collection of 

examples. S.L. is implemented in a task-driven setting, where 

certain outputs are sought from a given set of inputs [26]. 

Common supervised tasks include "classification," which 

involves grouping data, and "regression," which involves 
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transforming data. An application of S.L. is text categorization, 

which involves determining the likely category or opinion of a 

piece of text, such as a tweet or a review of a product [27]. 

 

2. Related Works 

This section provides an overview of the literature on the topic of 

employing an ML technique to identify accounting fraud in 

publicly traded businesses. 

Zhao et al., (2022) [28] suggested a novel ML-based approach to 

combat financial fraud among publicly traded corporations. Five 

individual classification models and three ensemble models were 

developed to forecast the financial fraud records of listed 

businesses. After evaluating five different ML techniques, a 

single best model among them and an overall best ensemble 

model is selected. According to the findings, the ideal single 

model achieved an accuracy of 97% to 99%, while the ensemble 

models (both Logistic regression and XGBOOST) achieved an 

accuracy of above 99%. This demonstrates the superior 

performance of the optimum ensemble model and its ability to 

identify and predict corporate fraud. 

Chen et al., (2022) [29] offered a framework for anticipating 

financial fraud using fundamental financial data. The technique 

relies heavily on the principal component analysis Random Forest 

(PCA-RF) approach. In this study, authors apply an ensemble 

learning strategy to the prediction of financial fraud for publicly 

traded firms, therefore introducing the PCA-RF technique. The 

investigation shows that the PCA-RF model is better at predicting 

domestic financial fraud in China compared to R.F. and neural 

network approaches.  

Fukas et al., (2022) [30] suggested employing Generative 

Adversarial Networks (GANs) to construct synthetic fraud cases 

using a dataset of publicly traded companies that the U.S. 

Securities and Exchange Commission has fined for accounting 

malfeasance. The goal of this method is to train a logit, Support 

Vector Machine (SVM), or XG-Boost classifier on a more evenly 

distributed dataset to improve the classifier's prediction accuracy. 

Findings show that existing ML models like XG-Boost can beat 

legacy fraud detection methods on the same data; however, 

training an ML method on simulated fraud instances does not 

provide better results. 

Pranto et al., (2022) [31] offered a blockchain and smart contract-

based method to develop a powerful ML system for detecting 

fraudulent online purchases. The performance of the blockchain 

network is evaluated by subjecting it to varying degrees of 

difficulty and diverse data loads. After eight iterations, the 

model's F-beta score was 98.22%, and its testing accuracy was 

98.93%. The results demonstrate that blockchain mining time is 

affected by both the amount of data and the difficulty level. 

Ileber et al., (2022) [32] suggested the Genetic Algorithm (GA) 

for feature selection for use in an ML-based credit card fraud 

detection engine. The suggested detection engine employs the 

ML classifiers Decision Tree (DT), RF, LR, Artificial Neural 

Network (ANN), and NB once the optimum features have been 

selected. The effectiveness of the suggested credit card fraud 

detection engine is verified by testing it on a dataset produced by 

European cardholders. Recommended the Genetic Algorithm 

(GA) for feature selection in a machine learning (ML) based 

credit card fraud recognition system. Once the best features have 

been chosen, the recommended detection system uses ML 

classifiers such as DT, RF, LR, ANN, and NB. The proposed 

credit card fraud detection engine is validated by testing it on a 

dataset built from European cardholders, demonstrating its 

efficacy. The outcome confirmed that the proposed method is 

superior to the status standard. 

Hassanniakalager et al., (2022) [33] developed a novel ML-based 

fraud detection model in the field of accounting. They term the 

LR-enhanced ensemble learning model Logit-Boost. In 

forecasting fraud that occurs beyond the current accounting 

period, the model performs better than the others. Importantly, 

the method authors use fewer predictors than those in earlier ML 

studies, which always worries about multicollinearity and 

possible overfitting caused by ML techniques. 

Sánchez-Aguayo et al., (2022) [34] suggested a method for 

identifying instances of possible fraud by studying how 

individuals interact with data. To create an alert from potentially 

fraudulent material, this method combines a predetermined topic 

model with a supervised classifier. They compare the 

performance of several topic modeling methods and supervised 

and Deep Learning (DL) classifiers and conclude that Linear 

Discriminant Analysis (LDA), R.F., and Convolutional Neural 

Networks (CNN) perform the best. The study suggests that the 

method can be implemented since multiple examples of such 

models achieve an average Area Under Curve (AUC) greater than 

0.8.  

Saheed et al., (2022) [35] proposed a new model for credit card 

fraud detection (CCFD) using PCA for financial security and 

supervised ML techniques to categorize transactions as fraudulent 

or not. The effectiveness of the proposed method in detecting 

fraudulent transactions is demonstrated when compared to 

previous. The model is developed to be robust by using PCA's 

prowess in identifying the best predictive characteristics. Data 

sets from Germany and Taiwan were used for the experimental 

analysis. Based on the testing results, the KNN is the highest-

performing model for the German data set, with 96.29% 

accuracy, 100% recall, and 96.29% precision. With an accuracy 

of 81.75%, recall of 34.89%, and precision of 66.61%, the ridge 

classifier was the top-performing model on Taiwan Credit data. 

Liu et al., (2021) [36] investigated a reliable and understandable 

approach for detecting financial scams. When compared to 

Smoothly Clipped Absolute Deviation (SCAD), Minimax 

Concave Penalty (MCP), Stepwise, and Lasso algorithms using 

the model confidence algorithm (MCB), They discovered that 

Adaptive Lasso was the most stable. When compared to classic 

models like SVM and L.R., integrated models like XG-Boost, 

Light-GBM, and R.F. demonstrated superior performance in 

detecting financial fraud. 

Hamal et al., (2021) [37] analyzed the financial accounts of 341 

Turkish SMEs between 2013 and 2017 to discover how well ML 

classifiers can detect financial accounting fraud. Seven distinct 

classifiers (SVM, NN, k-nearest neighbor, RF, L.R., and bagging) 

are implemented and evaluated concerning their performance 

measures. In addition, they compare classifiers without any 

feature selection or sampling methods. According to the findings, 

the best-performing model is the R.F. without feature selection-

oversampling model.  

Mqadi et al., (2021) [38] applied to oversample using Synthetic 

Minority Oversampling Technique (SMOTe), which is a data-

point method to an unbalanced credit card dataset. The 

classifications were carried out using state-of-the-art classical ML 

methods such as SVM, LR, DT, and RF classifiers, and accuracy 

was measured with precision, recall, and F1-score along with the 

average precision. The findings demonstrate that the model has 
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difficulty identifying fraudulent transactions when the data is 

substantially asymmetrical. The accuracy of positive class 

predictions was greatly enhanced by employing the SMOTe-

based Oversampling method. The findings suggest that among 

the available algorithms, RF is the most effective. RF, DT, LR, 

and SVM are the finest algorithms in that order. 

Trivedi et al., (2020) [39] introduced an ML-based feedback 

system for detecting credit card fraud. Its cost-effectiveness and 

detection rate improvements can be attributed to the classifier's 

feedback technique. The purpose of this study was to compare the 

efficiency of several approaches using imprecise credit card fraud 

data collection. These methods included RF, tree classifiers, 

ANNs, SVM, NB, LR, and XG-BOOST classifier algorithms. 

Precision, recall, F1-score, accuracy, and FPR % have 

traditionally been used as the only performance assessment 

metrics for comparing classifiers' efficacy. According to the 

results, random forest methods have a 95.988% rate of accuracy. 

Nguyen et al., (2020) [40] conducted a comprehensive study on 

deep learning approaches to address the credit card fraud 

detection problem, along with its comparisons to other ML 

algorithms and the results from tests conducted on three discrete 

financial datasets. The proposed DL approaches outperform 

traditional ML models, as shown by experimental results, 

highlighting their potential usage in real-world credit card fraud 

detection systems. A 50-block Long Short-Term Memory 

(LSTM) outperformed the other algorithms with an F1-Score of 

84.85% in a head-to-head comparison. 

Thennakoon et al., (2019) [41] focused on the detection of four 

major instances of fraud in actual financial dealings. Multiple ML 

models, such as LR, NB, LR, and SVM, are applied to each fraud 

scenario before the most effective model is chosen. The study 

utilized a suitable performance measure that provides thorough 

guidance to select an ideal algorithm about the kind of fraud. The 

report also discusses the crucial problem of real-time credit card 

fraud detection. The study uses the predictive analytics provided 

by the installed ML models and an API module to ascertain 

whether a specific transaction is fraudulent. The study used data 

obtained from a financial institution under the terms of a 

nondisclosure agreement, and the four fraud patterns were best 

caught by LR, NB, k-nearest neighbor (KNN), and SVM by 

achieving accuracies of 74%, 83%, 72%, and 91% respectively. 

Raghavan et al., (2019) [42] compared several popular machines 

learning techniques, including KNN, RF, and SVM, with popular 

DL techniques, including autoencoders, CNNs etc. The study 

demonstrated that SVMs, maybe in conjunction with CNNs for 

improved performance, are among the best approaches for 

detecting fraud when applied to huge datasets. Ensemble methods 

like SVM, Random Forest, and KNNs might yield useful 

improvements, especially for smaller datasets. Among the several 

deep learning techniques, CNNs are typically the most effective.  

 

3. Techniques Used 

In this part, the author discussed the technique used in this study 

for detecting accounting fraud. In this paper, the ML technique, 

including Supervised learning (L.R., R.F., and SVM), is 

proposed. 

3.1. Logistic Regression 

The ML method of L.R. is called S.L. The sigmoid function 

(logarithmic) provides the foundation since it takes a real number 

and returns a value between 0 and 1. An N-sample training 

dataset is given to the algorithm during the training phase. Each 

instance has certain X properties and a Y label that specifies the 

way it should be categorized. As a result of the training process, 

the system generates a model that can be used to label data that 

was not involved in the training set [44][45]. 

3.2. Naïve Byes 

The Naive Bayes approach is a kind of Bayesian statistics in 

which the most likely outcome is used for making predictions. 

The probability of the unknown value is estimated using the 

known value. This classifier uses its previous knowledge for 

prediction. Naive Bayes relies heavily on categorical data and 

conditional probabilities. 

 

 

 

Maximum number of features is denoted by m in Eq. (1) and 

Eq. (2) the probability of producing feature value given in 

class  is denoted by ; and the probabilities of occurrence 

of feature value and class are denoted by  and , 

respectively. In order to do binary classification using the 

Bayesian principle, this classifier was implemented [46]. 

3.3. XG-Boost 

XG-Boost is a scalable and computationally effective version of 

gradient-enhanced decision trees, which are used to incrementally 

construct additive models. By incorporating additive models 

based on shortcomings discovered in the preceding processes, the 

overall error is gradually lowered. The resulting outperform base 

learners outperform the individual classifiers in terms of 

predictive ability. This is accomplished by ensuring that each of 

the individual learners contributes equally to the final composite 

model while simultaneously increasing its accuracy and 

decreasing its tree depth [47]. 

A random sampling strategy was added to it to make it more 

resistant to noise and overfitting. To prevent overfitting, XG-

Boost uses an increasingly regularized model than previous 

implementations. Here is the minimized XG-Boost objective 

function [48] 

To increase model performance, a greedy decision tree model is 

added, denoted by f_t (x_i ), and penalize model complexity with 

the regularization term Ω (f_t), where y_i is the desired outcome 

for the i-th instance, and y _̂i^((t) ) is its predicted value at the t-th 

iteration. In addition to its effectiveness in other sectors, such as 

insurance fraud detection, XGBoost is now one of the highest-

performing classifiers overall [49]. 

 

4. Proposed Methodology 

See figure 3 for a flowchart of the suggested method, which is 

centered on identifying accounting fraud in publicly listed 

corporations using an ML technique with live implementation. 
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Fig. 3: Block Diagram of Proposed Fraud Accounting Detecting 

Model 

 

5. Results and Discussion 

5.1. Tools Used 

In this study, ML models are based on Python 3.10. The machine 

consists of an i5 processor, 8GB RAM, and google collab to write 

and run code. 

5.2. Performance Analysis 

5.2.1. Training and Testing Dataset 

The entire dataset has been split up into two parts: the training 

data set, which has around 14,613 record items, of which 13458 

are authentic records, and the test data set, which has 1151 fake 

records. The testing dataset has around 3,447 records in it, 

including 2,413 records that are authentic and 1034 fake records, 

as shown in Table 1. 

 

Table 1 Training and testing dataset 

Dataset No. of authentic 

records 

No. of fraud 

records 

Training data 

set 

13458 1155 

Testing data set 2,413 1034 

5.2.2. Confusion Matrix 

It can be seen from Table 2 given below that the proposed 

ensemble model successfully recognized fraud events with the 

highest number of true positives using Logistic Regression, Naive 

Bayes, and XG-BOOST. There were very few false positives and 

negatives. By achieving a better balance between true positives, 

false positives, and false negatives, the ensemble model 

outperforms the other classifiers. Figure 4 illustrates the 

confusion matrix of Logistic Regression, Naive Bayes, and XG-

BOOST AND ensemble model. 

 
Fig. 4: Confusion matrix for: (a) LR (b) NB (c) X-GBOOST (d) 

proposed ensemble model 

 

Table 2 Confusion matrix of ML models 

Algorithm TP FP FN TN 

LR 3000 542 0 1876 

NB 4500 150 200 568 

XG-BOOST 4652 132 132 602 

Proposed Ensemble 

model 

(LR+NB+XGBOOST) 

5089 20 9 300 

5.2.3. Performance Evaluation 

Table 3 below compares the accuracy of several fraud-prediction 

classifiers. The training period using Logistic 

Regression was larger, but its 90.3% accuracy and 

strong recall made up for it. With improved precision 

and recall but more time spent in training, Naive Bayes 

was able to reach an accuracy of 93.54%. In addition to 

its speed improvements, XG-BOOST's 96.97% 

accuracy was the greatest of any method tested. The 

Ensemble model outperformed the others, although it 

required more time to train and test due to its high 

accuracy of 99.46%, precision of 99.60%, and recall of 

99.82%. Overall, it can be observed that the Ensemble 

model outperforms the other models. 

 

Table 3 Performance metrics of ML models 

Techniq

ue  

Accura

cy 

Precisio

n 

Reca

ll 

Testin

g time 

Traini

ng time 

LR 90.3 84.69 99.99 0.01s 0.49s 

NB 93.54 96.77 95.74 0.01s 1.34s 

XG-

BOOST 

96.97 97.24 97.24 0.02s 0.39s 

Proposed 

Ensembl

e model  

99.46 99.60 99.82 0.03s 1.15s 

5.2.4. Comparative Analysis 

The results obtained by several studies for the purpose of 

financial fraud detection using ML classifiers are compared as 
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given in Table 4. Kaur et al., [50] used three models; among 

them, Naive Bayes (NB) had 86.36% accuracy, 95.88% 

precision, and 86.79% recall, missing some fraudulent 

transactions. The KNN model outperformed with 97.14% 

accuracy, 98.87% precision, and 97.95% recall. MLP had 84.22% 

accuracy, decent precision (89.89%), and recall (64.29%), but the 

study conducted by Zhao et al., [28] used Logistic Regression 

(LR) + XG-Boost model and obtained 98.52% accuracy, 99.02% 

precision, and 99.49% recall. The suggested ensemble model (NB 

+ LR + XG-Boost) detected financial fraud with the greatest 

accuracy of 99.46%, precision of 99.6%, and recall of 99.82%, as 

shown in Figure 5.  

 

Table 4 Comparative Analysis. 

 

Author Technique Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Testing 

time (s) 

Training time 

(s) 

Kaur et al., [50] NB 86.36  95.88  86.79  0.52 2.38  

KNN 97.14  98.87  97.95  1.13 0.12 

MLP 84.22  89.89  64.29  0.01 17.84 

Zhao et al., 

(2022) [28] 

LR+XGBOOST 98.52  99.02  99.49  0.01 1.54 

Proposed method NB+LR+ XGBOOST 99.46 99.60 99.82 0.03 1.15 

 

 

Fig. 5: Comparative analysis of proposed with existing models. 

 

6. Conclusion and Future Scope 

An ML approach was presented in the study to help detect and 

prevent financial fraud. In this study, the author employed a 

single ML model for fraud detection, such as LR, NB, 

XGBOOST, and ensemble methods. Finally, the study recorded 

the amount of time spent on testing and training each classifier, 

along with several performance criteria such as accuracy, recall, 

and precision. When compared to a single model, the suggested 

ensemble classifier clearly excels. The proposed ensemble model 

(NB+LR+XGBOOST) model performed best of all by achieving 

accuracy, precision, and recall percentages of 99.46%, 99.6%, 

and 99.82%, respectively. This indicates the ensemble model is 

superior to others in its ability to forecast whether a company has 

committed financial fraud. 

According to the findings, the parameters used by the ML 

algorithms in this study are appropriate for detecting financial 

fraud. This indicates that the most financially troubled businesses 

may be pinpointed with this method. In addition, it is crucial for 

businesses operating in the financial industry to clear up any 

confusion their employees may have about financial reports or 

initiatives. As a result of the booming economy, more and more 

businesses are going public every year. Further, using ML to 

determine if publicly traded firms have financial fraud issues can 

significantly ease the burden on employees. 
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