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Abstract: Crop recommendation is a crucial task for farmers to improve their productivity and profitability. However, traditional 

methods of crop recommendation are often based on heuristic rules or expert knowledge, which may not be accurate or adaptive to the 

changing environmental and market conditions. Therefore, there is a need for a data-driven approach that can leverage the available 

information on soil, weather, and crop to provide optimal crop suggestions for farmers. In this paper, we propose a machine-learning 

algorithm that can recommend suitable crops for a given location and season. The algorithm uses a supervised learning method to train 

a classification model on a large dataset of historical crop data from various sources. The model takes as input the soil parameters, such 

as pH, nitrogen, phosphorus, potassium, etc., and the weather parameters, such as temperature, rainfall, humidity, etc., and outputs the 

most probable crop that can be grown in that location and season[1][8][19][20]. The results show that the algorithm can achieve high 

accuracy and precision in recommending crops that are suitable for the given conditions. 
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1. Introduction 

The selection of crops in every season is a crucial task for 

farmers because choosing the right crop has a very 

significant impact on the farmer’s income, food security, 

and environmental sustainability. However, crop 

recommendation is not a simple task., it involves 

considering multiple factors, such as soil quality, weather 

conditions and crop characteristics [6][]7]. Moreover, 

these factors are dynamic and complex and may change 

from year to or even from month to month. Therefore, 

relying on traditional methods of crop recommendation, 

such as trial and error, expert advice, or rule-based idea 

may not be sufficient or efficient. 

The Machine learning helps the computer to understand 

Machine learning helps the computer to understand data 

and make final decisions and offers a new perspective 

on the crop recommendation problem. Machine learning 

can help farmers find the optimal crop for their land by 

analyzing large amounts of data from different sources, 

such as soil sensors, weather stations, satellite images, 

crop databases, and market trends. It also provides 

timely recommendations for selecting the crop and also 

helps to fulfil needs and requirements. Nowadays 

Machine learning-based techniques have been applied 

to various areas of agriculture, like crop yield 

prediction, pest detection, weed control, irrigation 

management, soil mapping etc[9][10]. However, crop 

recommendation is still a relatively new challenge for 

researchers. Several issues need to be addressed, such as 

data availability and quality, model selection and 

evaluation, interpretability, scalability and robustness, 

and ethical and social implications[21][22]. In this 

paper, we try to explore how machine learning can help 

solve the problem of crop recommendation. After 

reviewing the existing literature, it has been found that 

crop selection is a very big challenge and needs some 

scope for improvement. We propose a novel machine-

learning algorithm that can recommend suitable crops 

for any location and season, based on soil and weather 

parameters. We evaluated the performance of our 

algorithm on real-world data and compared it with 

existing methods of crop recommendations. This 

research paper aims to contribute to the advancement of 

machine learning in the field of agriculture and to provide 

a useful tool for farmers to improve their productivity 

and profitability. We hope that this project will inspire 

more research and innovation in this domain, and 
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ultimately lead to a more sustainable and resilient 

agriculture system[13][14][23][25]. 

2. Literature Review  

A related study of algorithms was given by Rashi 

Agarwal in his research paper.  The implemented 

algorithm was based on decision trees, KNNs, Random 

Forests and neural networks. The proposed algorithm 

was very useful for farmers in making the right decisions 

about the production of crops on different environmental 

and geographical factors. A similar study was also 

given by Priyadharshini in her research article. The 

related work reduces crop failure, helps in choosing the 

right crops and increases production. Another useful 

related research is conducted by Mangesh Pande, in her 

research article. The algorithm provides a farmer-

friendly and very productive forecasting system that 

connects all farmers via a mobile application. The 

location of users is identified by GPS and the main feature 

of the algorithm is that it gives 95%   accuracy with the 

provided data set a very useful research was conducted 

by Mayank Champaneri that used the data mining 

technique for the prediction of crops They used a 

random forest classifier because it can perform 

classification and regression tasks[2][3][4][5]. The 

user-friendly website built that can be used by anyone to 

predict crop yield for their choice of crop by giving 

climate data for that area. 

3. Methodologies & Experiments  

Problem Definition 

The selection of the best crop to grow in specific 

locations and seasons depends upon various parameters 

like quality of soil, conditions of weather, 

characteristics of crops, demand and profit. The 

solutions can be identified by using the supervised 

learning method, where the input is a set of features that 

describe the location and season, such as soil 

parameters (pH, nitrogen, phosphorus, potassium, etc.), 

weather parameters (temperature, rainfall, humidity, 

etc.) and the output is a label that indicates the optimal 

crop to grow in that location and season. The benefit of 

the problem is that it helps the farmers for maximizing 

their yield and income. It can also help farmers to reduce 

the environmental impact of agriculture, by suggesting 

crops that can minimize the use of water, fertilizer, 

pesticide, etc. It can also help farmers to adapt to the 

changing climate and market conditions, by suggesting 

crops that are resilient and profitable[6][7][17][18]. 

Data Collection 

The study” A Machine Learning Algorithm for Crop 

Recommendation Using Features of a Specific Area to 

Maximize Crop Yield Production” will use a model to 

find out the best crop for given conditions.In crop 

recommendation using machine learning, data 

collection is an essential step to obtain relevant and 

reliable data that help to build the models that can 

suggest the best crop to grow in a given location and 

season.  

The data collection process described in the study is 

comprehensive, well-documented, and praiseworthy. 

The research team has carefully selected and compiled 

datasets relevant to crop recommendation, ensuring a 

diverse and representative sample. The data sources, 

which include various agriculture research, farmer 

surveys, and environmental variables, are explained in 

detail, allowing readers to understand their origin and 

significance. Furthermore, the data preprocessing 

steps, such as handling missing values and data 

normalization, are meticulously described, ensuring 

transparency and replicability. The use of data from 

multiple sources enhances the study's robustness and 

increases the accuracy of the models[3][11][[4][12]. 

Data Pre-processing 

The most critical step in any study is data pre-

processing which is the process of transforming and 

cleaning the raw data before applying machine 

learning algorithms. Our study used different 

techniques for the data pre-processing such as 

removing the noise, missing values, duplicates, 

inconsistencies and irrelevant features from the data. 

It also enhances the performance and interpretability 

of machine learning models by scaling, normalizing, 

and encoding the data. Data pre-processing is an 

essential step for crop recommendation using machine 

learning, as it can help to deal with the challenges and 

limitations of the datasets. The data pre-processing 

also helps to provide the best and most accurate data 

to the training model and also helps to design the best 

training model and reduce the overfitting problems 

also[7][15][16][24].The distribution of some of the 

features is given below in Fig 1 and Fig 2. 

 

Fig 1. Temperature 
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Fig2.  Nitrogen 

4. Feature Engineering 

The selection of useful and important features from 

original data improves the performance of machine 

learning models. The selection of features helps to reduce 

the complexity and data dimensionality and eliminates the 

redundant, noisy, or irrelevant features that may affect the 

accuracy and efficiency of design models. It is the method 

for generating useful and meaningful features from the 

given data set that increases the accuracy and efficiency of 

designed models. Feature engineering can extract and 

combine information from the original data and generate 

new features that can capture the underlying patterns and 

relationships of the problem. The correlation between the 

features is given below in Fig 3. 

5. Model Selection 

The most crucial step for every machine learning study 

is the selection of the most reasonable model out of all. 

Model training or selection plays a pivotal role in 

achieving accurate and reliable predictions, ultimately 

contributing to recommending the best crop according 

to the situation. In our comparative analysis, we are 

likely exploring various existing models like decision 

trees, support vector machines (SVM), logistic 

regression, naïve –baye’s classifier, KNN, random 

forest, K-Fold and bagging models. Model selection 

helps to identify which model is the most suitable for 

our specific dataset  

and prediction task. The implemented view of some of 

the models is given below in Fig4 to Fig 7 

 

Fig 3. Co-relation between features 

. 

Fig 4: Implemented View of Random Forest 

 

Fig 5. Implemented view of Bagging Classifier 

 

Fig 6. Implemented view of Decision Tree 
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Fig 7. Implemented view of Adaboost classifier 

6. Model Training 

Model training is a crucial aspect of any machine 

learning study, especially in the context of healthcare 

applications like asthma prediction. The comparative 

analysis of different models specifies the effectiveness 

of models in identifying the best crop.    Model training 

plays a pivotal role in achieving accurate and reliable 

predictions, ultimately contributing to improved 

farming techniques. To perform a comparative 

analysis, multiple machine learning algorithms are 

typically considered. Common choices include logistic 

regression, decision trees, random forests, support 

vector machines, and more. The selection of models 

should depend upon various parameters like problem 

type, high accuracy, efficiency, and prevent overfitting. 

The comparative analysis aims to determine which 

algorithm(s) offer the best performance in terms of 

prediction accuracy and generalization. The 

comparative accuracy score of different models is 

given in below Fig 8 and the graphical representation 

is given in Fig 9. 

 

 

Fig 8. Comparative accuracy score of different 

models 

 

Fig 9. Graphical Representation of   Comparative 

accuracy score of different models 

7. Cross-Validation 

Cross-validation is a crucial step in model selection to 

ensure that the model's performance is robust and not 

overly influenced by the specific data split and helps to 

identify the performance of the model on unseen data. 

The k-fold method ensures robustness and helps to 

avoid overfitting. The Cross validation scores of 

Logistic Regression, SVM, KNN, decision tree, Naïve 

Baye’s and random forest are as follows 

0.92727272727274,0.9227272727272,0.9,0.93949090

90909092,0.9490909090909091and0.9840909090909

091respectively. The implemented representation of 

cross-validation of random forest is given in Fig 10.    

 

Fig 10. Cross Validation Score of Random Forest 

The graphical representation of cross-validation scores 

of all various models is given in Fig11. 
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Fig 11. Graphical Representation of   Cross-Validation 

Scores of Different Models. 

Therefore, after analysing different models, it has been 

found that random forest by Cross-validation gives the 

best result, that is, 0.9840909090909091 and also 

overcomes the problem of overfitting and gives the 

best accurate result for large datasets. 

8. Predictive System 

We have designed predictive systems for the data of 22 

crops which we included from the dataset and we have 

made a dictionary to encode the 22 crops and mapped 

them into the prediction system. With the help of our 

function of random forest function, it takes the value of 

the parameters like nitrogen, potassium, phosphorus, 

rainfall etc. then we predict the best crop according to 

the given conditions of different parameters. Since our 

data is only available for 22 crops we can predict if the 

crop is out of them but in future we will add more crops 

to our dataset and at that time we hope we can predict 

most of the crops that are available in the market. 

Random Forest function for Predictive System and 

Predictive System information given in Fig12 and Fig 13 

 

Fig 12. Random Forest function for Predictive   System 

 

Fig 13: Prediction System 

9. Discussion 

Crop recommendation is a crucial task for farmers, as 

it can help farmers make decisions for identifying the 

crops for their land and also help to increase their 

productivity and profitability. However, crop 

recommendation is not a trivial problem, as it involves 

many factors and constraints, such as soil properties, 

weather data, crop yield, market price, crop rotation, 

pest and disease management, etc. Therefore, 

traditional methods of crop recommendation, such as 

expert advice or trial and error, may not be sufficient 

or efficient to cope with the complexity and variability 

of the problem and machine learning plays a vital role 

in the predictions. We have used the data from various 

research, surveys and other resource to get the required 

outcome. We analyzed, organized, and handled the 

missing value to provide a well-structured view of our 

dataset.ML has various models which can be used for 

classification purposes to accurately predict the output 

and enhance the efficiency of the algorithm.  Among the 

various models, it has been found that the best suitable 

model for accurate predictions is Random Forest with 

an accuracy score of 0.9840909090909091. So, crop 

recommendation is a very important feature of the 

application of ML techniques. ML can provide data-

driven and intelligent solutions for crop 

recommendations that can improve the efficiency and 

sustainability of agriculture. However, there are still 

many issues and aspects that need to be addressed and           

explored in this domain. Therefore, ML-based crop 

recommendation is an active and promising research 
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area that can have significant impacts on both 

agriculture and society. 

10. Conclusion 

Crop recommendation is a vital task for farmers,  it can 

help them to choose the most suitable crops for their 

land, soil, and climate conditions, and thus increase their 

productivity and profitability. However, crop 

recommendation is a complex and dynamic problem, as 

it involves many factors and constraints, such as soil 

properties, weather data, crop yield, market price, crop 

rotation, pest and disease management, etc. Therefore, 

machine learning (ML) techniques can be used to 

provide data-driven and intelligent solutions for crop 

recommendation by analyzing the large amount of data 

available from various sources, such as soil sensors, 

satellite images, weather stations, crop databases, etc. In 

this study, we applied and compared the different 

models on a dataset of 2200 samples with 20 features 

and 22 classes of crops the dataset used 80% of data for 

training the model and used 20%  f or testing purposes.  We 

applied standard preprocessing techniques, such as 

scaling, encoding, and imputation and calculated the 

efficiency of the models in terms of their accuracy, 

precision, recall, and score metrics. From the 

comparative result, it has been observed that the random 

forest algorithm was the best algorithm for crop 

selection among all models. Random forest achieved an 

accuracy of 98.18%, which was significantly higher 

than the other models with the highest value of 

accuracy, precision, efficiency, recall and high score 

metrics among all models.  Random Forest worked on 

ensemble techniques in which we combined the 

multiple decision trees and used majority decisions to 

make predictions. It also handles high-dimensional and 

heterogeneous data, reduces overfitting and variance, 

and improves  

generalization and robustness. Therefore, we conclude 

that random forest is a suitable and effective ML model 

for crop recommendation that can provide optimal or 

near-optimal solutions for farmers. Random forests can 

capture the complex and nonlinear relationships 

between the features and the classes of crops. Random 

forest can also deal with the uncertainty, noise, outliers, 

missing values, etc., in the data. Random forests can 

enhance the efficiency and sustainability of agriculture 

by helping farmers to select the best crops for their land. 
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