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Abstract: The process of producing a clear and short synopsis of lengthy texts without sacrificing the overall meaning by concentrating 

on the passages that provide important information is known as text summarization Extractive summaries that highlight a significant 

portion of the input texts frequently include crucial keywords. The vast majority of strategies for extractive summarization are based on 

the idea of locating keywords and extracting sentences that have a disproportionately high number of keywords compared to the others. 

The process of extracting keywords often involves identifying relevant terms that occur more frequently than other words and putting 

an emphasis on the most significant of them.Selecting keywords manually is challenging, susceptible to inaccuracies, and demands 

considerable time and attention.A technique that can automatically extract keywords from Telugu e-newspaper datasets was proposed 

by using this work. The keywords may then be used for text summarizing. The proposed method compares two different datasets, the 

telugu newspaper and the biology text book and the performance metrics are compared using the accuracy and ROGUE score values. 
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1. Introduction 

In this day and age of the internet, there is a wealth of 

knowledge available to users online for free. This 

material may be found in the form of technical reports, 

journal articles, e-Newspapers, transcribed dialogues, 

and so on. 

The aforementioned digital media each contain a vast 

number of documents, making it a challenging task for 

users to glean only the information that is pertinent from 

each of these media within the allotted amount of time. 

There is a requirement for a computerized system that is 

able to glean only the information that is pertinent from 

the given sources of data. In order to accomplish the 

given task, one must do text mining included within the 

papers. Text mining is the method of extraction of 

information from massive text quantities using 

specialized software. Text mining makes use of a number 

of the natural language processing (NLP) techniques in 

order to do text analysis. These techniques include 

tokenization, N-grams, parsing, POS (parts of speech) 

tagging, and others. It incorporates activities such as the 

automatic extraction of keywords and the summarizing 

of text. The practice of selecting phrases and words from 

a text document which could at best portray the 

fundamental sentiment of the document without any 

interaction from a human being is referred to as 

automatic keyword extraction [1]. 

The level of human engagement in automatic keyword 

extraction depends on the model utilized. The primary 

objective is to capitalize on current computational strengths 

to refine information retrieval and structuring. 

Significantly, this method sidesteps the added costs of 

involving human annotators. 

Summarization is a procedure that involves extracting the 

highly essential aspects of a piece of writing and compiling 

them into a condensed version of the original document 

that you are attempting to summarize [2]. Text 

summarizing, as defined by Mani and Maybury [3] is the 

method of extracting the most vital information from a 

given piece of writing in order to provide a condensed 

version suitable for a certain purpose and audience. Even 

though they are typically only around 17% as long as the 

original text, summaries nonetheless include all of the 

information that a reader could have gained from studying 

the primary source [4]. In the aftermath of big data analysis, 

summarization has emerged as a technique that is both 

effective and powerful in providing an overview of the 

entire data set. The text could be summarized in two 

different methods: extractive and abstractive. Both of these 

summarizing approaches are possible. 

The abstractive summary is now the subject of a significant 

amount of research; nevertheless, no universal algorithm 

has been developed as of yet. The summaries are produced 

by first comprehending what was conveyed in the 

article and then translating that comprehension into a form 

that can be comprehended by a machine. These summaries 

may then be read and utilized by the machine. It is 

analogous to the manner in which a person might 

summarize an article after having read it. On the other 
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hand, an extractive summary will pull information 

directly from the originating article and provide it to the 

reader. 

2. Literature Review 

The creation of seq2seq models [5] and the attention 

mechanism [6] both contributed to the consolidation of 

neural networks as a main tool for ATS. The attention-

based Transformer architecture [7] has served as the 

foundation for a significant number of large-scale pre-

trained language models that have achieved state-of-the-

art outcomes in ATS [8,9]. Recent work in the given 

area have primarily focused on making minor 

adjustments to the designs that are already in place 

[10,11]. 

Convolutional algorithms were utilized for encoding the 

input text in the current neural network that was 

suggested by Rush et al. [12]. This network was used for 

the task of abstractive text summarization. A neural 

network with attentional feed-forward processing was 

used so that a summary could be produced. The pointer 

network was a sequence-to-sequence model that was 

introduced by Vinyals et al. [13]. This model was on the 

basis of the soft attention distribution method that was 

introduced by Bahdanau et al. [14]. Additionally, hybrid 

techniques to language modeling, neural machine 

translation [15], and summarization [16], [17] have been 

devised as a result of the pointer network. This work was 

extended by Rush et al. [18], which utilized a similar 

convolutional technique for the encoder, but the RNN 

was used in place of the convolutional method for the 

decoder to produce higher performance. By utilizing 

RNN, Hu et al. [19] were able to demonstrate the 

effective results of the Chinese dataset through the use of 

text summarization. 

 In order to perform extractive text summarization of the 

source, Cheng and Lapata [20] used an RNN-based 

encoder-decoder. Nallapati et al. [17], who studied the 

research utilizing the DailyMail/CNN dataset, made use 

of a sequence-to-sequence model. Ranzato et al. [21] 

choose to use an assessment matrix in place of the 

conventional training matrix. Some examples of 

evaluation matrices include ROUGE and BLEU. See et 

al. [22] and Jin et al. [13] incorporated pointer networks 

into their proposed models in order to better characterize 

OOV words. See et al. [22] came up with an alternative 

methodology to help reduce the amount of summary text 

that contained repeated terms. 

The underlying model was constructed using 

reinforcement learning with an attention layer, as 

described in Yadav et al. [24]. In order to attain a high 

score with human review, Li et al. [25] utilized 

generative adversarial networks. In their study, 

Bahdanau et al. [26] put out the idea of an attention 

mechanism. Yang et al. [27] came up with the idea of a 

hierarchical attention mechanism that may be used for 

document classification. The researchers Nallapati et al. 

[17] integrated word-level and sentence-level attention, 

with the emphasis being placed on the sentence level. 

3. Methodology 

This proposal aims to enhance the abstractive text 

summarization process in the Telugu language by 

incorporating linguistic features, utilizing a two-staged 

network, and using keyword extraction with PSO. The 

proposed approach leverages the Telugu Books Corpus 

dataset, available on Kaggle, to train and evaluate the 

model's performance. Through the use of sophisticated 

linguistic features, effective feature weighting, a larger and 

diverse dataset, and keyword extraction with PSO, The 

goal is to enhance the depth and detail of the produced 

summaries. To execute the suggested approach, Python 

frameworks like NLTK, spaCy, and TensorFlow will be 

employed.  Figure 3.1 depicts the structure of the proposed 

study, and Figure 3.2 showcases its procedural flow. 

1.Dataset Collection and Annotation: 

The Telugu Books Corpus dataset will be collected and 

annotated with linguistic features, including sentence 

position, sentiment analysis, Coreference resolution, and 

semantic role labeling. The dataset will be annotated 

manually or by using machine learning algorithms for 

automatic annotation. 

2. Preprocessing Steps: 

The Telugu Books Corpus dataset will undergo several 

preprocessing steps to prepare it for training and 

evaluation: 

● Document segmentation: The Telugu text will be 

segmented into individual documents for better 

organization and analysis. 

● Tokenization and normalization: The text will be 

tokenized into words and normalized to ensure 

consistency in representation. 

● Stemming: Stemming is utilized to condense words 

to their fundamental or root form, enhancing 

matching and analytical processes. 

● Paragraph segmentation: The text will be 

segmented into paragraphs to capture higher-level 

semantic units. 

● Stop word filtering: Common stop words in Telugu 

will be filtered out to remove noise and improve the 

focus on important content. 

Since the dataset does not have any pre-established 

summary column we have to add that column by creating 

some summary of each data by using pre-establish bert 

model from hugging face API for which does not work on 
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telugu language, to do so we first have to translate it to 

English then create summary then convert that summary 

back to telugu and save in summary column in the 

dataset. (this process is not a text summarization model 

training process) which further will be used for Keyword 

Extraction. 

3. Keyword Extraction with PSO: 

The PSO optimizer will be used to identify the most 

important words in the preprocessed text. The PSO 

optimizer will be used to generate a summary of the text 

document that focuses on the most important words.  

4. Effective Feature Weighting: 

Statistical methods will be used to assign weights to 

linguistic features effectively. By analyzing the 

frequency and importance of each feature in the training 

data, we can ensure that the most relevant features are 

given appropriate emphasis during the summarization 

process. Python libraries with statistical capabilities, 

such as SciPy or scikit-learn, will be utilized for this 

purpose. 

5. Training a Two-Staged Network: 

A two-staged network will be trained on the annotated 

Telugu Books Corpus dataset. The first stage of the 

network will focus on extracting important sentences 

from the text, while the second stage will abstract and 

generate concise summaries using the linguistic features 

and keywords extracted by the PSO optimizer. The 

network will be implemented using Python libraries such 

as Tensor Flow or PyTorch, allowing for efficient 

training and inference. 

6. Utilizing a Larger and Diverse Dataset: 

To enhance the performance of the two-staged network, 

the training dataset will be supplemented with additional 

Telugu text sources, augmenting the existing Telugu 

Books Corpus. By incorporating a larger and more 

diverse dataset, the model will be exposed to a wider 

variety of text, improving its ability to generalize and 

generate high-quality summaries. Python scripting and 

data manipulation libraries, such as pandas, will facilitate 

the integration and preprocessing of the extended dataset. 

7. Testing and Evaluation: 

The proposed method will be thoroughly tested and 

assessed.It will measure the effectiveness of the 

summarization model using the well-regardedROUGE 

(Recall-Oriented Understudy for Gisting Evaluation) 

metric. Additionally, we will conduct a human 

evaluation to assess the informativeness,conciseness,and 

comprehensiveness of the generated summaries. To 

compare the performance of our model, we will 

benchmark it against state-of-the-art abstractive 

summarization approaches in the Telugu language, 

including Nallapati et al.'s approach and the pointer 

generator model. 

3.1 Two stage network 

The learning process is proposed to be more effective by 

adopting simultaneously learning of the segmentation and 

classification layers in an end-to-end aspect. This would 

involve learning the entire text from beginning to end. The 

process of learning would be facilitated by this. The new 

architecture not only makes it easier and faster for the 

network to train, but it also results in an increased defect 

detection rate. This is one of the many benefits of the new 

architecture. 

Pseudocode of the proposed research is as follows 

Start 

 # Stage 1: Training the 2SAutoencoder 

 Input: Training Data 

Process: Initialize and train the 2Sautoencoder with the 

training data 

Output: Trained 2SAutoencoder Model 

# Stage 2: Using the 2SAutoencoder for Feature Extraction 

and Training Summarization Model 

Input: New Data, Trained 2SAutoencoder Model 

Process: Use the encoder part of the 2SAutoencoder to 

extract features from new data. Train a summarization 

model (e.g., Seq2Seq, Transformer) with the extracted 

features 

Output: Trained Summarization Model 

# Making Predictions on Unseen Data 

Input:UnseenData,Trained 2SAutoencoderModel, 

Trained Summarization Model 

Process:Use the encoder part of the 2SAutoencoder to 

extract features from unseen data 

    Use the trained summarization model to generate 

summaries on the extracted features 

Output: Summaries 

End 
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Fig 3.1: Block diagram representation of the proposed 

research 

Making a modification is recommended to the gradient 

flow so that it takes into consideration the annotations 

that are made at the word level in order to achieve this 

goal. However, because the accurate annotations at the 

pixel level are difficult to get, our research is to make use 

of the annotations that are less precise but easy to 

acquire. Because the loss function is enhanced to take 

into consideration the ambiguities of the region-based 

annotations, substantially coarser annotations can be 

obtained while maintaining a level of simplicity that is 

quite easy to achieve. Additionally, a sampling method 

based on the frequency of usage is used for the non-

defective samples, which leads to an even higher 

improvement in the performance of defect identification 

[28]. 

The Encoder-decoder architecture converts a variable 

length input sequence to a compressed representation 

vector, which the decoder uses to construct the output 

sequence. The encoder and decoder in this study are 

developed using Recurrent Neural Networks (RNN).To 

transform the input sequence X = (x1, x2,...xm) into a set 

of hidden representations h = (h1, h2,..., hm), the encoder 

employs a 3-layer stacked Long ShortTerm Memory 

(LSTM) (Hochreiter and Schmidhuber, 1997) network, 

where each hidden state is obtained repeatedly as 

follows: 

                   ht=LSTM(Xt,ht-1  )                          Eq(1) 

The decoder likewise employs a three-layer LSTM 

network to accept encoder output and construct a variable-

length sequence Y, as seen below: 

                       St=LSTM(yt-1,st-1,c)                   Eq(2) 

                      p(yt)=softmax(yt-1,st,c)                Eq(3) 

where st is the hidden state of the LSTM decoder at time t 

and c is the context vector introduced afterwards. We 

utilize the softmax layer to compute yt's output probability 

and choose the word with the highest probability. 

3.2 Particle Swarm Optimization 

Particle swarm optimization (PSO), which is used in the 

system that has been developed, makes it simple to extract 

keywords and search for them according to user queries. 

When using the PSO algorithm, searching for keywords is 

easy, and the results deliver the user-searched terms that 

are closest. It will display some of the greatest keyword 

lists from around the world, which it will judge to be the 

top N keywords. 

 

Fig 3.2: Proposed Framework 

Particle swarm optimization is going to be utilized after 

feature extraction. It is going to be utilized for 

extracting the coverage of the important themes of the 

conversation, and it is going to maximize that coverage. In 

addition, in order to cover a wider range of topics, it will 

select the most significant keywords from each of those 

themes. The extraction of keywords from the 

conversation is required here for the keyword list that the 

system must recommend. These keywords should be able 

to cover as many of the issues brought up in the 

conversation as they possibly can. 

4. Results and Discussion 

4.1 Dataset used 

This dataset signifies a development in Natural Language 

Processing specific to the Telugu language. The collection 

includes Telugu news segments primed for multi-class 

classification tasks. It's segmented into two key files: train 
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and test. Topics within the news encompass areas like 

business, editorial, entertainment, nation, and sport. 

Figure 4.1 offers a visual insight into this dataset. 

Link:https://www.kaggle.com/datasets/sudalairajkumar/

telugu-nlp 

4.2 Pre-processing steps 

1. Data Cleaning 

The process of rectifying or eliminating inaccurate, 

corrupted, duplicate, or improperly formatted data within 

a dataset is known as "data cleaning." Combining data 

from multiple sources increases the chances of 

encountering duplicates or mislabeled entries. For this 

dataset, the employed data cleaning techniques include 

checking for null values and addressing indefinite values. 

 

Fig 4.1: Sample Telugu News Dataset 

2. Normalization 

For normalization, the original labels are considered and 

after label encoding the specific values are given for the 

labels. Encode target labels with values that range from 

0 to n classes minus one. Instead of encoding the value 

of the input variable X, you should use this transformer 

to encode the target values, which are denoted by y. The 

label Count is represented in figure 4.2. Fetch the 

Resource and Dictionary of Telugu language from 

Indic_NLP and configure Environment for Body 

Sentences from data and apply resource tokens on It. 

Then remove Special Symbols and punctuations from the 

dataset. 

 

 

Figure 4.2: Representation of Label Count 

3.Sentence Split and Tokenization (Single Sentence) 

The sentences are split and tokenized. The OG Sentence 

size is 67231 and the split Sentence Size is 4330. The shape 

after tokenization is 728061. Heap Law Graph is 

considered and is represented in figure 4.3. The Heaps Law 

in linguistics (also called Herdan's law) is an empirical law 

which describes the number of distinct words in a 

document (or set of documents) as a function of the 

document length (so called type-token relation). It can be 

formulated as 

              V_R(n) = K*(n^β)                            Eq(4) 

where V_R is the number of distinct words in an instance 

text of size n. K and β are free parameters determined 

empirically. With English text corpora, typically K is 

between 10 and 100, and β is between 0.4 and 0.6. 

 

Fig 4.3: Heaps Law Graph 

4.Vocabulary Distribution Word Frequency Sorting 

Insert all of the good words into an unordered set, and then 

loop through each word of each phrase contained in the 

data array. While doing so, maintain a count of the good 

words by determining whether or not each individual word 

is included in the set of good words. Then, making use of a 

reliable sorting algorithm, we order the elements of the 

array according to the number of positive comments 

contained inside each review that is present in the array. 

https://www.kaggle.com/datasets/sudalairajkumar/telugu-nlp
https://www.kaggle.com/datasets/sudalairajkumar/telugu-nlp
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Figure 4.4 gives the Vocabulary Distribution Word 

Frequency Sorting. 

 

 

Fig 4.4: Vocabulary Distribution Word Frequency 

Sorting 

5. Vocabulary sentence provocation 

The vocabulary Sentence Provocation is performed next 

and then N-GRAM Analysis is performed on the dataset. 

In a text document, an n-gram represents a series of n 

sequential elements, which could be words, numbers, 

symbols, or punctuation. An n-gram may also be referred 

to as a sequence. N-gram models are helpful in many 

applications of text analytics where sequences of words 

are relevant, such as in sentiment analysis, text 

categorization, and text production. 

 

Fig 4.5:  Graphical Representation of Unique 

ngrams_count 

N-gram models have the capability to produce fresh text. 

Specifically, there are 470,062 unique bi-grams, 519,886 

unique tri-grams, 477,725 unique 4-grams, and 423,869 

unique 5-grams. These counts are represented as 

ngrams_count: [128,859, 470,062, 519,886, 477,725, 

423,869]. A visual depiction of these unique ngram 

counts can be found in Figure 4.5. 

The dataset is classified as uni Gram Classify, Bi Gram 

Classify, Tri Gram Classify, 4 Gram Classify and 5 Gram 

Classify. The data after analysis and classification is given 

in figure 4.6. Next the Sentence Positions are calculated 

and the graphical representation of the calculation of the 

sentence positions is given in figure 4.7. The document 

segmentation is 728061. 

 

Figure4,6: Telugu News Dataset After Analysis and 

Classification 

 

 

Fig 4.7: Calculation of the Sentence Positions 

6. Annotation based Tokenization  

Tokenization is one of the most fundamental forms of 

Structure Annotation, and it is required for the vast 

majority of the linguistic annotation kinds that FoLiA 

provides. Words and tokens are often concealed within 

other kinds of structural elements, such as sentences and 

paragraphs, when they are used in a document. 
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7.Stemming, Paragraph Segmentation and Stop 

Word Filtering 

In the fields of linguistic morphology and the domain of 

information retrieval, stemming is the act of 

transforming inflected or derivative words into their core 

root or foundational form, often in written format. 

Stemming seeks to streamline a word to its primary 

representation. While this derived stem may not align 

perfectly with the word's morphological origin, the goal 

is for related terms to link consistently to that stem, even 

if it isn't a complete root by itself. 

Paragraph segmentation involves splitting continuous 

text into distinct sections, taking into account textual 

structure and linguistic considerations. Stop words, listed 

in a stoplist or negative dictionary, are bypassed during 

natural language data processing because of their 

negligible importance.. 

8. Word Cloud 

The word cloud of news article text is given in figure 4.8. 

These word clouds, also termed as tag clouds, visually 

emphasize words based on their frequency within the 

text. The frequency with which a word appeared in the 

document(s) was proportional to its size in the visual. 

 

Figure 4.8: Word Cloud of Telugu News 

4.3 Keyword identification using CL-PSO Optimizer 

CL-PSO Optimization Configuration is initially done 

and CL-PSO Execution is completed. Optimum 

Keyword Index Selection using CLPSO (Single 

Sentence) is completed. The keywords are:  

 

Executing for All Data and then the Keywords are saved.  

Font Characterization is later executed. It is the font 

identification that is coded into a program in order to 

correlate the qualities of a font with a print item such as 

a field or a literal. 

 These print items can be any type of text. The linguistic 

features are also calculated. The Semantic Roles are 

calculated as 4329. 

Target Summarize data for testing using English 

translation-based summarization is next calculated.  

The transformers are fetched and Feature Weights are 

calculated. The final Dataset is given in figure 4.9. After 

the final dataset is created after all of the preprocessing 

steps, the tokenization and Argument Setup is done. 

4.4 Testing and Training using two stage network 

Two stage network is used for evaluating the performances 

of the dataset. The new architecture not only makes it easier 

and faster for the network to train, but it also results in an 

increased defect detection rate. The shape of the dataset is 

(4329, 10). 

The train Test Split (X-Y Split) is given as (4329, 9), (4329, 

1). The Target keyword Tokenization is represented in 

figure 4.10.  

 

Fig 4.9: Final Dataset of  TeluguNews 

 

Fig 4.10: Target keyword Tokenization 

The model Summary of the two stage network is as given 

<boundmethodModel.summaryof(_main_.TwoStaged

SummarizationModel object at 0x7c54ed954520>> 
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And the testing and Prediction Score for accuracy is 0.90. 

After prediction, the predicted summary of the text is 

given as follows 

 

The original passage and the English translation of the 

passage is initially given and the summary passage after 

prediction is given. The elaborated version of the 

summaries passage is given as follows: 

 

The ROUGE Score is evaluated for the telugu dataset. 

The ROUGE score is a set of metrics that is typically 

utilized for text summarizing projects.  

 

 

Table 4.1: Results 

The purpose of these activities is to automatically construct 

a condensed summary of a lengthier piece of writing. 

ROUGE was developed to evaluate the quality of 

summaries that are produced by machines by comparing 

them to reference summaries that are produced by people. 

The ROUGE scores of the first dataset are given in table 

4.2. 

4.5 Comparison with dataset2 Results  

The first dataset is compared with the Biology Book 

Dataset which is created from a biology book. The dataset 

Sample is represented in figure 4.11. The label Distribution 

of the biology book dataset are divided into 3 clusters as 

represented in figure 4.12. 

 

Figure 4.11: Sample Dataset of Biology Book  
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Fig 4.12: Biology Dataset Label Distribution 

The testing and Prediction Score for accuracy for the 

second dataset is 0.7339 and the ROUGE scores are 

given in table 4.2. The comparison of the ROUGE scores 

with the scores obtained from the state-of-the-art 

methods are given in table 4.3. 

Data sets 
Accurac

y 

ROUG

E 1 

ROUG

E 2 

ROUG

E L 

Telugu 

Newspap

er 

0.9035 0.7975 0.5978 0.7973 

Biology 

Book 
0.7339 0.6172 0.5314 0.6314 

 

Table 4.2: Comparison of Telugu News and Biology 

Book Datasets 

Algorithm ROUGE 2 ROUGE L 

Proposed 

method 
0.5978 0.7973 

Lex-Rank 

[29] 
0.0489 0.1525 

Sum DSDR 

(SM) [30] 
0.0985 0.2602 

Table 4.3: Comparison of ROUGE scores with State of 

the Art Method 

5. Conclusion 

In this work, the study that was offered focused on 

interdependent algorithms for the extraction of keywords 

and the summarizing of text. The efficiency with which 

the top-scoring keywords were discovered by the 

keyword extraction algorithm was comparable to that of 

a human. A notion with the primary purpose of "not all 

keywords are equal" was introduced with the assistance 

of a summarization algorithm that was proposed with the 

help of a keyword extraction algorithm.  Further 

refinement of the Hybrid Optimization Approach may 

involve parameter tuning and the exploration of alternative 

optimization algorithms to achieve optimal performance. 

This study lays the groundwork for future endeavours that 

seek to advance language technologies, particularly in 

under-resourced languages like Telugu. 
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