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Abstract: Brain tumors can develop when cell division proceeds rapidly and unchecked. There is a risk of death if it is not diagnosed and 

treated in time. Accurate segmentation and classification remains difficult despite multiple important efforts and promising improvements 

in this sector. Brain tumors are notoriously difficult to diagnose because of their highly variable sizes, shapes, and locations. The goal of 

this research was to provide academics with a thorough literature on MRI for the diagnosis of brain malignancies. The basics of brain 

tumors, where to find public datasets, how to enhance them, how to segment them, how to extract features to categorize them, and how to 

apply deep learning, quantum machine learning and transfer learning to analyze them were all discussed in this overview. 
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1. Introduction 

The brain controls all facets of existence as its nervous 

system's nerve center. The brain must take in sensory data, 

analyze it, and then issue motor commands to the 

musculature in order to make a movement. Tumors of the 

brain develop when brain cells grow and divide 

abnormally or for unknown reasons. These cells have been 

shown to interfere with brain function and even cause cell 

death [1,2]. Cognitive decline, changed behavior, and 

linguistic impairment have all been linked to brain tumors. 

A developing brain tumor may have an effect on 

personality and other critical processes. 

Brain tumors can be either harmless or deadly. Neither 

symptoms nor metastasis are seen in benign brain tumors. 

This cancer is not dangerous since it spreads so 

infrequently. Malignant tumors tend to metastasize 

quickly. Primary or secondary malignancies can both give 

rise to metastatic brain tumors [3]. Most malignancies 

have their beginnings within the body. Malignant brain 

tumors are most frequently gliomas and meningiomas. 

The thin membranes that surround and protect the brain 

and spinal cord are prone to developing tumors called 

meningiomas. They'll most likely settle here. Glial cells in 

the brain are the starting point for malignant gliomas. 

Pituitary tumors form when cells expand uncontrollably in 

this gland, which is located close to the brain. Brain 

tumors are almost always deadly. A lifesaving diagnostic 

and treatment plan for brain tumors must be implemented 

quickly. Brain cancers might be automatically detected 

and classified by AI algorithms [4].  

In addition, the brain MRIs' great resolution allows for 

detailed investigations into brain structure[5]. 

ramifications for the automatic processing of medical 

pictures, particularly MRIs [6-9]. An MRI scan can help 

find and analyze brain cancers. With DL, characteristics 

will be arranged in a hierarchy from most fundamental to 

most abstract [11]. Adding a hidden layer between a 

neural network's input and output layers is a wonderful 

method to improve the network's fundamental 

architecture. The network's capacity to process new data 

is improved as a result. Researchers are using DL for 

denoising, segmenting, and classifying medical images 

[8,12-15]. Some jobs may be beyond the filtering 

capabilities of CNNs. Feedforward, pooling, and FC are 

the three main layers that make up a convolutional neural 

network. The feedforward layers employ convolutional 

filters. Convolutional neural networks (CNNs) are being 

used to develop fully automated classifiers for brain 

tumors [11]. A CNN-based method for extracting 

characteristics from brain MRIs. CNN-based models are 

more efficient than classical machine learning since they 

automatically extract properties [16]. However, it is 

challenging, time-consuming, and requires a big 

annotated dataset to train a CNN classifier from scratch. 

Brain tumors are notoriously elusive to understand at first 

look because of their atypical development and 

appearance. This complicates the process of identifying 

brain cancers. Gadolinium-enhanced T1-weighted MRI 

images are the gold standard for diagnosing brain 

malignancies [17].  

It is possible to use MRI findings as part of diagnostic 

criteria for tumor types.  Machine learning draws 
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conclusions and takes actions based on how data is 

represented. The field of medical image categorization has 

seen the greatest uptake of deep learning techniques. 

However, many other fields and industries have found 

success using DL-based solutions [19-22]. However, deep 

learning methods are "data-hungry," meaning they need a 

large amount of training data before they can provide 

useful results. There has been a recent uptick in the use of 

DL methods, especially the CNN model. When applied to 

large image datasets such as ImageNet, which has millions 

of images, CNN vastly outperforms other classifiers.  

However, incorporating CNNs into the medical imaging 

industry may provide some difficulties. Professional 

radiologists spend a lot of time manually classifying 

images, hence medical image databases are often limited. 

When training a CNN with a small amount of data, 

overfitting is more likely to occur. Thirdly, modifying the 

hyperparameters of a CNN classifier to improve its 

performance is a task that calls for domain knowledge. 

One possible solution is to use pre-trained models on TL 

and/or fine-tuning to get around these problems. Massive 

datasets are utilized to train DL models. The most 

comprehensive one is known as the "basis dataset." After 

this step, TL techniques transfer the learnings from the 

huge base dataset to the more manageable target dataset 

[23]. Here, an automated approach is shown that can 

divide neoplasms of the brain into three distinct 

categories. Brain cancer cannot be detected or classified 

automatically based on tumor location [1, 2, 19]. The 

proposed method for cancer diagnosis in MRI data does 

not necessitate segmentation, feature extraction, or feature 

selection. The results of this contradict those of several 

earlier approaches [1, 2, 19].  

Kaggle's baseline MRI dataset for gliomas, pituitary 

tumors, and meningiomas is used for this investigation on 

brain cancers. On this dataset, nine DL models are 

compared in order to categorize brain MRIs for cancer 

markers. Because they require manually specified tumor 

zones, methods for identifying and categorizing brain 

tumors can't be employed in fully automated systems. 

Therefore, these methods can never be employed. The 

purpose of this work is to develop a state-of-the-art deep 

TL model for identifying and categorizing brain cancers. 

There are offered measures measuring the effectiveness of 

nine pre-trained frameworks. The averages for each 

framework's accuracy, precision, recall, and runtime are 

reported. 

Key conclusions from our analysis are listed below: 

➢ Our deep learning (DL) approach can automatically 

identify and classify brain tumors such as glioma, 

pituitary, and meningioma. 

➢ Nine neural networks were used to test the TL 

hypothesis.  

➢ This research aims to evaluate the effectiveness of 

several TL models in detecting brain MRI images. 

➢ The study compares the performance of DL and 

SVM hybrid approaches to TL procedures. 

 

2. Related Works 

An MRI-based deep learning technique for detecting brain 

cancer was proposed [17]. They used 10,000 MR images 

at a resolution of 200x200 pixels to evaluate their models 

Of the 5,000 images, half depict brain tumors and the 

other half depict everything else. With a training accuracy 

of 100% and an exam accuracy of 98%, their deep 

educational model easily bested the competition. 

The DCNN model was introduced using MRI data from 

people with brain malignancies [18]. To keep the model 

small and the running time low, we used convolutions, 

maxpooling, and iterations. CNN-SVM was compared to 

VGG16 and VGG19, among others. Nine hundred and 

nine were pituitary scans, nine hundred and thirty-four 

were brain scans (including gliomas and meningiomas), 

and sixty-six were normal. For gliomas, the proposed 

model detects 99.1% of them, for meningiomas, 98.26%, 

for the pituitary gland, 95.95%, and for normal images, 

97.14 %. 

Combining convolutional neural networks (CNNs) with 

conventional techniques to achieve superior correlation 

learning (CLM) for DNN designs. [19] Of the 3064 cases 

of brain cancer studied, 708 were meningiomas, 1426 

were gliomas, and 930 were pituitary tumors. All three 

metrics (accuracy, precision, and recall) are at 95% with 

their novel CLM model. 

Methods for the detection of brain cancers are proposed in 

[20], including the Naive Bayes, decision tree,  random 

forest, neural network, KNN and a hybrid ensemble 

classifier. Using 2556 pictures of brain tumors, 85% were 

used for training the ML models and 15% were used for 

testing. Using SWT, PCA, and GLCM, we were able to 

extract thirteen unique features. The proposed technique 

for identifying and classifying brain tumors was found to 

have high degrees of accuracy (97.305%), precision 

(97.073%),  sensitivity (97.04%), specificity (97.50%), 

and reliability (97.31%). 

For detecting brain cancer using MRI [21] presented the 

CNN-based dense EfficientNet. MobileNet, ResNet-50  

and MobileNetV2 were evaluated alongside the 

researchers' dense EfficientNet. They were able to get an 

F1-score of 98.0% and an accuracy of 98.78% by training 

a deep  model. Four different MRI methods were 

employed to look for brain tumors. There were 3,260 

MRIs in the archive. 

To detect brain cancer early proposed a CNN-based 

residual network using 2000 MR images [22]. They 
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performed tests on the BRATS 2015 MRI using residual 

networks and obtained promising outcomes. The accuracy 

of the model that was proposed reached 97.05%. The 

accuracy score was 97.05%, the global accuracy score was 

94.43%, the IoU score was 54.21%, the weighted IoU 

score was 93.64%, and the BF score was 57.027%. The 

training lasted for a total of 100 epochs so that it could be 

as successful as possible. 

For 3D MR brain tumor segmentation [23] created a 

modified two-step dragonfly technique. Early diagnosis 

and segmentation of brain tumors are difficult due to their 

size and irregular shape. To successfully extract the 

primary contour point, the researchers employed a two-

stage dragonfly approach. The model was evaluated using 

the 3D MR brain tumor dataset from BRATS 2017. 

Accuracy was increased by 5% when compared to other 

researchers. For the purpose of assessment, they employed 

fuzzy C-means, SVMs, and RFs. Accuracy, precision, and 

recall were evaluated. Their model outperforms the 

competition in all three metrics studied: accuracy (98.20 

percent), recall (95.1 percent), and precision (93.2 

percent). The primary limitation of the study was that 

individual tumors within each tissue type were not taken 

into consideration. 

A hybrid CNN model to spot tumors in BRATS MR scans. 

Innovative regularization techniques, such as dropout, and 

a novel two-stage training strategy were validated [24]. By 

combining two-way and three-way features, they made a 

superior structure. According to studies of CNN capacity, 

the model may be applicable to a wide variety of 

segmentation tasks and improve with additional training 

examples. After rigorous testing, their model obtained a 

sensitivity, specificity, and Dice score of 86%. 

A KNN classifier was proposed to identify brain 

abnormalities in embryos [25]. In addition to RF, NB, and 

RBF, they investigated other classifiers. Model 

evaluations showed that the KNN classifier achieved an 

AUC of 99% and an accuracy of 95.6%. They understood 

that their research required several images of the baby 

brain.  

3. Proposed Method 

The procedures make use of the information obtained 

from MRI scans in their methodology. The following is a 

list of the phases that are indicated for the categorization 

of TL-based brain tumours. The Kaggle MR pictures [23] 

that were downloaded in the past are now included into 

the training directory. MR images of the pituitary gland, 

adrenocortical gland, and glioma are all presented. After 

that, the image Data Store programme was used to get the 

MR pictures from the training folder of the dataset.

 

Fig 1: The proposed approach for categorizing brain tumors 

It has been shown that data augmentation is helpful in the 

process of image categorization since it enables more 

information to be derived from pre-existing data without 

the need for further data collection to be carried out. After 

determining that the number of samples in the dataset was 

insufficient, we resorted to the practise of data 

augmentation in order to supplement it with more pictures.  

Before being utilised to create new photos, every picture 

in the training set was given a random translation of up to 

30 pixels in either the vertical or horizontal direction. In 

addition, each image was tilted at an arbitrary angle, 

which ranged from 20 to 20 degrees, depending on how 

much it was tilted. During each training session, the 

imageDataAugmenter tool was used to not only produce 

sets of augmented photos in real time but also to augment 

the original images themselves. The process of machine 

learning was helped along by the use of these photos. We 

were able to make more effective use of our DL model as 

a result of the substantial increase in the number of 

training pictures that we obtained via the use of our data 
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augmentation strategy. When evaluating the trainee's 

newly acquired knowledge, we utilised both the photos 

from the dataset in their original form as well as their 

improved counterparts. However, throughout the actual 

training process, we only used the enhanced versions of 

the images. 

In the end, the sizes of the input MRI photos that were 

utilised in the dataset were modified so that they more 

closely adhered to the requirements of the pre-trained 

CNN model. The various models required different sized 

input images, which meant that the sizes of the 

photographs that were used to create the dataset also 

varied. One may also say the same thing about the visuals. 

The TL mobilenetv2 classifier was able to recognise 

images at a resolution of 224 by 224 pixels, but the 

inceptionv3 classifier needed 229 by 229 pixels. Before 

they were uploaded to the deep learning network, the test 

photos and the training images were both automatically 

scaled. The increased capacity of TL's picture data storage 

made this possibility possible. 

An experiment tested several pre-trained deep neural 

networks, including Inceptionres-netv2, Xception,  

Inceptionv3, Resnet10, Resnet18, Resnet50, Shufflenet 

Densenet201, and Mobilenetv2. The neural networks 

were tested by showing them photos of various brain 

cancers and seeing how well they could classify them. 

With three more layers, the proposed TL models mirror 

operational networks. The pre-trained networks were 

tweaked to perform better with meningioma, pituitary, and 

glioma pictures.  It was done to improve model accuracy. 

These steps were designed to improve model accuracy. 

The supplemental layers were merged around the "avg 

pool," the sole layer that survived the transfer process.  

Figure 2 offers a more in-depth representation of how the 

framework for DL was constructed by expanding the 

framework that was produced for TL. This was done in 

order to build DL. In addition, we investigated and 

assessed the performance of a large variety of pre-trained 

TL algorithms in terms of their ability to differentiate 

between the various classifications of brain tumours. In 

order to accomplish this goal, the dataset was first 

segmented into a training set and subsequently into an 

assessment set. To train the models, eighty percent of the 

data was employed, whereas just twenty percent was 

utilised for actual testing. The collection of trustworthy 

information was the major focus of our efforts. Figure 2 

depicts in its entirety the process of detecting and 

classifying brain tumours with the use of pre-trained TL 

classification.  

 

Fig 2 Transfer  learning setting 

 

A. The Inductive Method of Transfer Learning 

Training and validating a classifier that can achieve 

human-level performance on photo classification tasks 

requires a large amount of data, a large amount of 

processing power, a large amount of time, and a large 

amount of resources. Without access to a sizable dataset, 

training and evaluating a brand-new image classifier from 

scratch could prove difficult. In contrast, transfer learning 

is an approach that takes what has been learned from a 

trained model and applies it to novel situations that share 

similar attributes. The goal is to train the model using a 

large dataset rich in picture features, and then to transfer 

that trained model to a different domain. Learning to 

distinguish between different types of geographic data is 

the job of the TL network's convolutional, pooling, and 

FC layers. Furthermore, a large amount of time, data, and 

computational resources are required for training a 

standard CNN. This is because the TL of pre-trained deep 
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neural networks relies heavily on the use of previously-

learned deep learning models. When there is a dearth of 

relevant data for training, the capacity to transfer 

knowledge from one setting to another is invaluable. 

Generating new information that is specific to the subject 

in question is essential if one is to effectively address a 

problem. The model is responsible for learning the high-

level attributes that are unique to the target domain, such 

as brain tumor classification, while the pre-trained layers 

are responsible for learning the low-level properties of the 

original networks.  

There are a wide number of TL factors that could be 

utilized, depending on the task at hand, the type of data 

available in both the source and the destination domains, 

and other criteria. When we need labeled data from both 

the source and target domains to solve a classification 

problem, we turn to inductive TL. In cases where there is 

insufficient data for training and validation, TL algorithms 

may improve classification accuracy. The first and 

foremost step toward learning to translate well is selecting 

a translation learning (TL) method that employs a deep 

neural network that has already been pre-trained. 

Problems that are relevant to the one being solved are 

taken into account throughout the selection procedure. 

Overfitting increases in the absence of target data 

sufficiently similar to the original source training dataset. 

This is because overfitting might produce misleading 

results in predictive power.  

Because a small amount of data is sufficient for effective 

model training, this is the case. However, as the size and 

similarity of the target dataset increase, the likelihood of 

overfitting decreases. In this case, further adjustments to 

the trained deep neural network are all that's required. We 

did this by selecting 9 pre-trained TL algorithms and 

assessing their ability to detect and diagnose 3 types of 

brain tumors (gliomas, pituitary adenomas, and 

meningiomas). The TL strategy that we apply at our 

company is depicted in its simplest form in Figure 2. The 

top three models had their layers adjusted in a way that 

would allow them to be used to categorize various brain 

tumors. 

B. Networks based on transfer learning 

In this section, you can discover information that is 

particular to the nine TL algorithms that were chosen for 

the goal of categorising brain tumours. Among the many 

algorithms that are included in this document are 

Inception-resnetv2, Inception-v3, Xception, Resnet101, 

Resnet18, Resnet50, Shufflenet, and Mobilenetv2. The 

algorithms were chosen due to the widespread usage of 

them and the success they have had before in the area of 

picture categorization. The following sections provide in-

depth explanations of the different TL algorithms that are 

available. 

 Inceptionresnetv2 

Using the Inception framework family, the 

Inceptionresnetv2 deep convolutional neural network 

(CNN) was built. It makes advantage of connections that 

are left behind. Inceptionresnetv2 uses more cost-effective 

Inception blocks, which are then followed by a filter 

expansion layer. This is in contrast to the original 

Inception, which had more expensive convolutional and 

activation layers. Batch normalisation, often known as 

BN, is only applied on top of the standard layers; it is 

never applied to the summations. This is done so that the 

total number of inception blocks may be increased. This 

network will take an input image that is exactly 299 pixels 

by 299 pixels in size. 

Inceptionv3 

The input picture for Inceptionv3  must have a height and 

width of 229 299 pixels, and it must have a total of 48 

layers. One kind of deep neural network is represented by 

the Inceptionv3 network. It already comes equipped with 

a number of enhancements, such as factorised 7 x 7 

convolutions and label smoothing, among others. Because 

of its development on the ImageNet database, the most 

recent version of Inceptionv3, which has already been pre-

trained, is capable of reliably classifying photos of 1,000 

distinct object types. 

Mobilenetv2 

In order to categorise the images, the Mobilenetv2 

architecture employs a deep TL classifier with 53 layers. 

The maximum input size for a picture that Mobilenetv2 

can handle is 224 pixels by 224 pixels. The Mobilenetv2 

model is more suitable for use in real-time and portable 

settings since it requires less computer resources. The 

groundbreaking Mobilenetv2 model combines point-wise 

and depth-wise convolution ideas to produce its 

blisteringly fast speed. The network makes use of backup 

links at the levels thought to be the weak points. 

Beginning with a 32-filter convolutional layer, the 

Mobilenetv2 network then employs 19-filter residual 

bottleneck layers. 

4. Results And Discussion 

In this section, we conduct an analysis of the outcomes of 

a number of different experiments that were carried out in 

order to assess how well our model works. In addition, we 

provide a comprehensive introduction to the dataset that 

was used in the TL scenario, which was an experimental 

environment for the categorization of brain tumours at a 

finer scale. The experimental setup details the hardware 

that was used in addition to the processes that were carried 

out in order to educate the TL models. 
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a. Dataset 

The brain cancer classification dataset was utilized to test, 

train, and evaluate TL-based algorithms to find the best 

DL classifier for the fine-grained classification strategy. 

The best DL classifier was straightforward to choose 

using this method. Download standard Kaggle datasets for 

free. Both test and training sets feature brain tumor MRIs. 

Used magnetic resonance imaging. Meningioma, 

pituitary, and glioma are the four most frequent brain 

cancers detected by MRI studies. We only used MRI for 

pituitary, meningioma, and gliomas. Most recent study 

dataset comprises 822 meningiomas, 827 pituitary tumors, 

and 826 gliomas in MRI scanner training folder. Brain 

tumors are shown in Figure 4.3. The testing folder 

comprises 100 glioma, 115 meningioma, and 72 pituitary 

tumor images. 

 A seamless image was created from both sets of 

photographs. Use was 80% during training and 20% 

during evaluation. This collection includes high- and low-

resolution black-and-white photos. The dataset's MRI 

pictures were scaled using the augmented image data store 

to meet numerous DL model input size requirements 

during data preparation. For mobilenetv2, MRI scanner 

images must be 224 by 224 pixels, and for darknet19, 256 

by 256. The dataset's compressed MRI pictures achieved 

both goals. Table 4.1 shows the number of examples of 

each image type, image format, and brain image type in 

the brain image classification study dataset. 

 

 

Fig 3. Tumour samples from the MRI categorization of brain tumours, from top to bottom: glioma, meningioma, and 

pituitary. 

Table 1. Information on an MRI-based brain tumour classification dataset. 

Tumor Type Number of Images Format Type 

Meningioma 948   

Pituitary 900 JPG Grayscale 

Glioma 930   

 

A number of already-trained TL network classifiers were 

used in this research. Some examples include Xception, 

Resnet18, Resnet50, Resnet101, Shufflenet, 

Densenet201, and Mobilenetv2. The 1,000 categories 

were determined after the classifiers were trained on 1.28 

million images from ImagesNet. In this study, we use the 

MRI dataset to categorize brain tumors into one of three 

subtypes. We learned a lot from our missteps.  

A number of iterations were carried out in order to locate 

the optimal value for the parameter of each variable. We 

resorted to a technique often referred to as stochastic 

gradient descent, or SGD, in order to create DL models 

that were first learnt via TL. The size of our minibatch was 

ten, and our learning rate was one percent. Before 

beginning the TL trials for recognising and categorising 

brain tumours, we trained each DL model for a total of 14 

iterations. This allowed us to reduce the likelihood of the 

models being too accurate. Every experiment was carried 

out using a computer that included an Intel Core i5-5200U 

central processor unit as well as 8 gigabytes (GB) of 

random-access memory (RAM). In particular, MATLAB 

R2020a was the version of the software that was utilised 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(20s), 557–566 |  563 

to carry out the actual implementation. The final outcomes 

of the categorization experiment are shown in Table 1 

along with the best parameters for the experiment. 

b. Evaluation Metrics 

Each deep neural network's performance in this study was 

evaluated using a battery of metrics including accuracy, 

precision, recall, and F1-score . This algorithm was used 

to determine all of the key performance indicators: 

The correctness of a model or system is the degree to 

which it makes correct predictions or classifications. 

Accuracy (%) =  
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐂𝐨𝐫𝐫𝐞𝐜𝐭 𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐢𝐨𝐧𝐬 

𝐓𝐨𝐭𝐚𝐥 𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐏𝐫𝐞𝐝𝐢𝐜𝐭𝐢𝐨𝐧𝐬 
 x100% ----1 

When evaluating the effectiveness of classification 

models, especially in the fields of machine learning and 

data analysis, precision is an essential parameter to 

consider. The number of accurate forecasts is compared to 

the total number of correct predictions made by the model. 

This allows us to evaluate how well the model can forecast 

the future. A model's precision may be evaluated based on 

how accurately it identifies positive instances and how 

often the cases that it does identify as positive are in fact 

accurate. 

Precision =
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 (𝐓𝐏)

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 (𝐓𝐏)+𝐅𝐚𝐥𝐬𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 (𝐅𝐏)
 -----2 

In situations when accurately identifying genuine positive 

instances is vital, the sensitivity of a classification model 

is an important statistic to consider. To gauge how 

effective a model is at avoiding false negative mistakes, 

we look at how well it can detect all true positive cases. 

Sensitivity (Recall) =
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 (𝐓𝐏)

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐬 (𝐓𝐏)+𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞𝐬 (𝐅𝐍)
 -

----3 

The F1 score is an often-exploited statistic in 

classification tasks, particularly when working with 

imbalanced datasets or in circumstances when it is 

necessary to achieve high levels of both accuracy and 

recall. It is a composite metric that takes into 

consideration both of these criteria and generates a single 

value that provides a summary of the model's overall 

performance in terms of categorization. 

F1 Score =
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝒙 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+ 𝑹𝒆𝒄𝒂𝒍𝒍
 𝑿 𝟐 -----4 

On the MRI dataset that contains information on brain 

tumours, we conduct an analysis to determine how 

effective several pre-trained TL classifiers are. A 

significant focus of our study is on developing methods to 

distinguish meningiomas from other, more prevalent 

types of cancers, such as gliomas and pituitary tumours. 

Despite the fact that overfitting is one of the most 

significant problems facing DL algorithms, TL classifiers 

and fine-tuning might be of assistance. This advantage 

may be attributed, in no uncertain terms, to the use of more 

manageable sample numbers in both the training and 

testing photographs. The identical set of TL parameters 

was used for both the training and verification of each of 

our TL models for classifying brain tumours, as shown in 

table 2. In order to categorise the various kinds of brain 

tumours, we looked at the MRI images of 2,762 different 

patients. The results of a test in which TL classifiers were 

challenged to identify photos of brain tumours are shown 

in Table 2, below. Measures like as accuracy, precision, 

recall, and the f-measure were only few of the many that 

were used in the process of assessing and rating the TL 

algorithms. Out of all the models that were examined, the 

inceptionresnetv2 DL model had the greatest and lowest 

accuracy scores (99.89% and 67.03%, respectively). 

Nevertheless, the TLs of the other seven DNNs were only 

able to achieve a modest gain in classification accuracy. It 

is essential to bear in mind that the percentage of 

successful Resnet installations varied substantially. For 

instance, the accuracy of Resnet18 was the worst 

(67.03%), the accuracy of Resnet50 was the same as 

Resnet18 (67.03%), and the accuracy of Resnet101 was 

the greatest (74.09%). 

 

 

 

Table 2. Average classification accuracy 

Model Accuracy Precision Recall F-Measure 

Inceptionresnetv2 99.92 99.38 98.85 99.10 

Inceptionv3 95.49 94.10 95.6 94.84 

Xception 99.38 99.61 98.35 99.97 

Resnet101 75.19 74.29 68.33 71.18 

Resnet18 64.14 65.73 53.19 58.78 

Shufflenet 90.41 88.86 88.53 88.79 

Densenet201 69.81 74.14 68.66 71.24 

Resnet50 69.13 71.65 69.23 70.42 

Mobilenetv2 83.71 82.21 81.34 81.81 
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The state-of-the-art deep neural network, 

Inceptionresnetv2, was developed using the training and 

validation methods shown in Figure 4.   Training a DL 

model to analyse (label) every image in a dataset takes 

time, and this time is proportional to the length of time 

that has passed. Classification took a long time for all 

models because of the massive increase in size brought on 

by the data augmentation technique. The development 

focus during this time period was on the model's 

complexity and structure.  

Amount of time in seconds is used to show how much time 

has passed. In terms of elapsed time, the Shufflenet TL 

model was the most efficient classifier; it accurately 

diagnosed brain tumours in a just 159 minutes. However, 

the Xception TL model only needed 1730 minutes and 25 

seconds at most to detect and categorise different forms of 

brain cancers in MRI scans. To reduce computational time 

while maintaining accuracy, the Shufflenet model 

employs two novel operations: channel shuffle and 

pointwise group convolution. Keep in mind that adding 

more framework layers will result in longer classification 

times for the various Resnet TL classifiers. Renset18 may 

be run in as little as 187 minutes and 47 seconds, whereas 

Resnet50 takes at least 525 minutes and 14 seconds. 

Resnet101 spent a maximum of 801 minutes and 36 

seconds classifying brain tumours as either meningioma, 

pituitary, or glioma. The Resnet18's ReLU activation 

function performed the poorest in terms of classification 

accuracy. If the input is positive (x >= 0), the ReLU 

function will simply return that value; if the input is 

negative (x = 0), the function will return 0. The failure of 

the ReLU is due to the fact that it is impossible to 

guarantee that all neurons are continuously firing. This is 

because when a neuron gets a negative input, the ReLU 

activation function does not cause it to fire. This means 

the network is not making the most of its existing learning 

potential. An important portion of the network will be 

inactive if the issue of withering ReLU is not addressed. 

As can be seen in Table 3, the accuracy of the various 

Resnet variants improves with the size of the network. 

This is because a more sophisticated DL-based model may 

amass more crucial deep information, leading to enhanced 

classification efficacy. However, the network's efficiency 

declines with increasing depth due to the increased 

computational complexity. The inceptionresnetv2 TL 

algorithm is the most effective approach for identifying 

and categorising brain tumours, as shown in Table 2. This 

result is based on examination of the data presented in the 

table. 

 

Fig 4: Accuracy and loss during validation for Inceptionresnetv2 are depicted by the black line. 

Figure 4 illustrates both the training and validation of the 

best performing deep neural network, which is named 

Inceptionresnetv2.   The amount of time that has passed 

from the beginning of the construction of the model is 

directly related to the amount of time that was required to 

train the DL model to process (classify) each and every 

photo that was included in the dataset. Because of the 

significant size increase brought about by the data 

augmentation method, the classification process was 

laborious and time-consuming for all of the models. 

During this time period, a significant amount of focus was 

placed on the complexity and structure of the models. It is 

common practise to express the amount of time that has 

elapsed in terms of seconds. The Shufflenet TL model was 

the most effective classifier in terms of the amount of time 

that had passed; it was able to reliably classify brain 
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tumours in a span of only 159 minutes. On the other hand, 

the Xception TL model required no more than 1730 

minutes and 25 seconds at the most in order to identify and 

classify the various types of brain cancer seen in MRI 

data. The Shufflenet model makes use of two innovative 

operations—channel shuffle and pointwise group 

convolution—to cut down on the amount of time needed 

for computing while keeping the same level of precision. 

It is important to keep in mind that the different Resnet TL 

classifiers will need more time to complete their 

classifications if more framework layers are added. While 

it is possible to complete Renset18 in as little as 187 

minutes and 47 seconds, Resnet50 requires a minimum of 

525 minutes and 14 seconds to complete.  

The classification of brain tumours as meningioma, 

pituitary, or glioma took Resnet101 a maximum of 801 

minutes and 36 seconds. In terms of classification 

accuracy, the Resnet18's ReLU activation function fared 

the worst of all the functions. If the input is positive (x is 

more than or equal to 0), the ReLU function will simply 

return that value; if the input is negative (x is equal to 0), 

the function will return 0. The reason why the ReLU 

algorithm is ineffective is because it is difficult to ensure 

that all neurons are continually firing. This is due to the 

fact that the ReLU activation function does not cause a 

neuron to activate in the event that it receives a negative 

input. This indicates that the network is not fully 

capitalising on the learning opportunities it already has. If 

the problem of decaying ReLU is not solved, a significant 

part of the network will become inactive. with can be seen 

in Table 4.2, the degree to which the different variations 

of Resnet perform accurately increases with the number 

of nodes in the network does as well. This is due to the 

fact that a more advanced DL-based model may gather 

more essential deep knowledge, which would then lead to 

improved classification accuracy. However, because of 

the increased computational complexity, there is a 

negative correlation between the network's depth and its 

overall efficiency. As can be seen in Table 4.3, the 

inceptionresnetv2 TL algorithm is the method that is the 

most successful when it comes to finding and classifying 

brain tumours. Examination of the data that was provided 

in the table led to the formation of this conclusion. 

5. Conclusion 

In this study, researchers used deep learning for automatic 

categorization, with the goal of identifying brain cancers. 

In order to better diagnose gliomas, meningiomas, and 

pituitary tumors, nine deep neural networks were trained 

using transfer learning. Different networks go by a variety 

of names, including Inceptionresnetv2, Inceptionresnetv3, 

Resnet18, , Densenet201 Resnet50, Resnet101, 

Shufflenet, and Mobilenetv2. Our clinical investigations 

showed that the Inceptionresnetv2 model performed the 

best when it came to classifying brain tumors. 

Inceptionresnetv2 has a 99.29 percent sensitivity detection 

rate for brain cancer. By integrating DL models for deep 

feature extraction and SVM for brain tumor classification, 

our best model achieved 98.91% accuracy. 
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