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Abstract: Uniform Parallel Machine (UPM) scheduling problems have received considerable attention due to their numerous industrial 

applications. These systems are, however, prone to deterioration. Therefore, preventive maintenance activities are integrated to the 

system, creating unavailability periods. Meanwhile, deterioration and maintenance activities increase the energy consumption in the 

workshop. And with growing concerns about the environment and global warming, energy consumption has become a priority for 

manufacturers. Thus, we treat a uniform parallel machine scheduling problem with deterioration effect and maintenance activities to 

minimize the total energy consumed. First, we present a mathematical programming model. This model is not able to provide a solution 

for medium instances in an affordable computational time. However, we adapt to our problem a simulated annealing algorithm. To 

evaluate the efficiency of the algorithm, we test it and c results with the mal solutions given by the model. Then, we test the algorithm for 

medium and large instances. 

Keywords: Energy efficiency, uniform parallel machines, deterioration effect, maintenance activities 

1. Introduction 

The excessive use of energy is one of the factors leading to 

all these problems from which nature suffers, such as 

global warming, air pollution, and the depletion of fuel 

resources. According to [1] the industrial sector is 

responsible for 50% of total energy consumption. As a 

result, the industrial sector is responsible for increasing 

energy consumption and all consequent damages, hence 

the need for more attention and effort for more energy 

efficiency. We mean by energy efficiency the reduction of 

energy consumption with the same quality of service. 

As the demand for energy increases, the use of energy 

efficiency becomes vital. For this, different strategies have 

been developed. Strategies to reduce total energy 

consumption, and others to increase the rate of production 

per unit of energy consumed. According to [2] and [3] the 

implementation of new machines that consume less energy 

is one of the methods used to optimize energy 

consumption. But these methods are not always efficient, 

where the need for a production scheduling plan. 

 Production scheduling problems are widely studied in the 

literature. Traditional ones consider the job processing 

time as fixe throughout the whole process. However, there 

are numerous situations in which the real processing times 

are dependent on the position of the product in the machine 

or on its starting time. [4] Addressed a scheduling problem 

in which the processing time is position dependent. The 

deterioration effect increases the processing time, which 

may generate a lot of loss in terms of time and energy. 

Meanwhile, it is possible to restore the deteriorated 

processing time to its original value through e.  

Also, in real world applications, each machine works with 

variable efficiency and depreciate because of usage and 

age at different rate. By this effect, the job processing time 

varies from a machine to another according to the speed of 

the machine. [5] and [6] addressed scheduling problems 

involving uniform parallel machines. 

In this sense, we propose an integrated model to formulate 

a uniform parallel machines problem with: 

- Deterioration: where the processing time of a job 

becomes variable rather than constant and 

depends on the starting time or the position of the 

job in the machine. This constraint is found 

particularly in steel rolling mills, in the health 

sector, where the slightest delay can worsen the 

situation. But in general, any machine deteriorates 

and loses its performance over time. 

- The unavailability of the machine due to 

maintenance activities; these activities are 

essential to reduce the influence of deterioration 

effect on the system by restoring the machine to 

its initial state.  

Job processing times are dependent on two parameters: 

- The speed of the machine where the job is 

assigned. 
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- The position where the job is processed. 

The maintenance activity is made after processing a 

specified number of jobs. The maintenance duration in a 

machine is predetermined according to the speed of the 

machine, the higher the speed of the machine, the longer 

the maintenance. After each maintenance activity the 

machine get back its initial performances, the positions are 

reset to 0 and starts a new production period or as named 

in [7] “a bucket”.  

The amount of energy each machine consumes depends 

not only on the machine's operating time (the time it takes 

to process the jobs assigned to it), but also on the duration 

of maintenance. This problem is solved by finding the right 

assignment of jobs to machines and deciding on the 

number of maintenance activities, while minimizing the 

total energy consumed. 

2. Literature Review 

In manufacturing, processing time may be subject to 

change due to several effects. [8] were among those who 

introduced the deterioration effect to scheduling problems. 

Over the years, more and more attention has been paid to 

planning with deterioration constraints. [9] Reviewed the 

existing scheduling models with time dependent 

processing time. And [10] is a very recent study, which 

proposed a decomposition algorithm to solve the parallel 

machines scheduling problem with deterioration jobs. 

Also, [10] addressed a parallel machines scheduling 

problem involving linear job deterioration in order to 

minimize delays and machine deterioration costs. [11] 

Proposed a novel algorithm to solve an identical parallel 

machines scheduling problem with deteriorating jobs. [12], 

[13] both proposed approaches for minimizing the 

makespan in a system of parallel machines under start time 

dependent processing time. [14] Considered unrelated 

parallel machiness scheduling problem with deteriorating 

effect to minimize makespan. The deterioration of a 

machine depends on the sequence of jobs processed in it. 

They developed a simulated annealing algorithm to adress 

the problem. In the same context, [15] used a simulated 

annealing algorithm in a decomposition approach to solve 

a parallel machines scheduling problem with deterioration 

and human resources constraints. 

In parallel, a deteriorating processing time can be restored 

to its original length through a maintenance activity. These 

activities, named in the literature RMA (rate modifying 

activity), were introduced for the first time by [16]. [17] 

considered a single machine scheduling problem with 

positioning RMAs. [18] developed an algorithm for 

solving two identical parallel machines with no more than 

one RMA in each machine. [19] considered a parallel 

machines scheduling problem with deterioration and 

RMAs, to minimize completion times. [20] considered a 

single machine scheduling problem with deteriorating jobs 

and RMAs. [7] studied the single machine scheduling 

problem where a piecewise linear processing time function 

is used to minimize the makespan. 

￼ ￼ ￼ ￼ ￼ ￼ ￼ ￼￼￼ 

proposed a mathematical programming model to 

scheduling either production or maintenance in a single 

machine, by studying the machine’s reliability.  

Not only single machine environments are considered, but 

also parallel machines scheduling problems also arise in 

many production systems, and they receive an important 

intention in literature. [22] considered an unrelated parallel 

machiness scheduling problem with maintenance activities. 

[23] extended the study of [18] to an unrelated parallel 

machiness scheduling problem with RMA and presented 

an efficient algorithm to minimize the total completion 

time. And recently, [24] treated an unrelated parallel 

machiness scheduling problem with machine unavailability 

due to maintenance activities. 

The deterioration effect can also influence the duration of a 

maintenance activity: [24] considered an unrelated parallel 

machiness scheduling problem, with at most one RMA by 

machine. The RMA duration is a function of it starting 

time. [25] considered a single machine scheduling problem 

with aging effect (deterioration) and RMAs. Two effects 

influence the RMA duration, learning effect and 

deterioration effect. [26] studied a scheduling problem on a 

single machine. It was assumed that the processing time of 

a job depended on the sum of certain parameters linked to 

the jobs previously processed. They considered the case 

where a maintenance activity is included. 

The deterioration increases processing time of jobs and so 

energy consumption of the machine, a maintenance 

activity reduces the deterioration effect by restoring the 

machine to its initial performances. But also, a 

maintenance activity consumes energy. So, the objective is 

to schedule jobs and RMAs in machines to minimize the 

total energy consumption 

2.1. Contribution 

The literature shows a lack of papers dealing with 

deterioration effect, maintenance and energy consumption 

at the same time. This paper treats a uniform parallel 

machines scheduling problem with deteriorating jobs, 

maintenance activities to minimize the total consumed 

energy.  

Compared to the mentioned above, this study is specified 

by: 

- A developed mathematical model which aims to 

minimize energy consumption, considering rate 

modifying activities. 
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- A proposed lemma, which is mathematically proven. 

- Most previous studies consider maintenance activities 

as a period of machine unavailability. This study 

considers the maintenance activity in terms of energy 

consumption. 

- Energy consumption is a function of the processing 

time of the machine and the maintenance activities 

duration 

- A Simulated annealing and lemma-based algorithm is 

developed to solve efficiently the problem. 

3. Problem Statement 

In this section we present a mathematical model for a 

uniform parallel machine problem with deterioration and 

maintenance activities to minimize the total consumed 

energy. We assume that there are N=1…j independent jobs 

to be scheduled in M=1…i uniform parallel machines.  A 

job deteriorates and machines have different speed . So, a 

processing time of a job depends on it position in the 

machine and on the machine’s speed , it is formulated as 

follow: . The deteriorated processing 

times of jobs are restored to their original processing time 

by RMAs. Period between RMAs in a machine are named 

bucket. In each bucket unlimited number of jobs can be 

processed. A machine j consumes δ energy per unit of 

time. 

Parameters: 

N=1…j number of independent jobs. 

M=1…i number of uniform machines. 

B=1…k number of bucket. 

P=1…p number of position in a bucket 

: job processing time in position p of bucket k 

machine i 

: speed of machine i 

α deterioration compression rate 

 processing and maintenance time compression rate, 

respectively.  

: job start time in position p, bucket k, machine i. 

:: job completion time in position p bucket k machine i. 

:total completion time in bucket b machine i 

: consumed energy in machine i. 

: Number of maintenance activities. 

RMA: duration of a maintenance activity. 

Decision variables: 

= 1 if job j is treated in machine I, bucket k, position 

p. 

=1 if bucket k of machine I is loaded 

3.1. The mathematical linear programming model 

 

(1) 

 

(2) 

 

(3) 

 

(4) 

 

(5) 

 
(6) 

 

(7) 

 
(8) 

 
(9) 

 
(10) 

 
(11) 

 
(12) 

 

(13) 

 

(14) 

 

Equation (1) represents the objective function, which 

minimizes the total consumed energy, and allows us to 

equilibrate charges between machines. Equation (2) and 

(3) ensure that a position of a bucket of a machine treats at 

most one job, and a job is treated by one and only one 

position. Equation (4) keeps no empty position between 

two loaded positions. Equations (5) and (6) defines bucket 

loaded in a machine and keeps no empty bucket between 

two loaded buckets. Equation (7) defines the actual 

processing time. Equations (8), (9), (10), (11) and (12) 

define the start and completion processing time in a 

position of a bucket of a machine. Equation (13) defines 
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the number of buckets in a machine. Equation (14) defines 

the energy consumed by a machine. 

3.2. Illustrative example 

Table 1 resumes instances of the illustrative example, 

where 12 jobs are available to be processed in 2 parallel 

uniform machines. We used Lingo 18 as solver, it took 

more than 3hours to give the optimal solution, which is 

illustrated in figure 1.  

Table 1. Illustrative example instances 

j 1 2 3 4 5 6 7 8 9 
1

0 

1

1 

1

2 

aj 4 
1

2 
2 5 

1

1 
4 6 8 7 

1

3 
9 

1

0 

i 1 2 

V

i 
2 1 

RMA=2, α=0.5 

 

 

The OF=35.5, The maintenance activity in the first and the 

second machine is done after treating 3 jobs. we can 

remark that the solver affects the same number of jobs to 

each machine. Also, we remark that jobs with the largest 

processing time are affected to the speediest machine, and 

the reverse hold true. From this optimal solution, we infer 

some lemmas that are presented and proven in the next 

section. 

3.3.  Theoretical analysis 

Observe that objective function depends only on the 

assignment of jobs to machine, no matter the sequence. 

Then, the objective function can be formulated as follow: 

 

Lemma 1: The first term  can be minimized by 

allocating the largest job to the speediest machine. 

Proof 

 It’s mathematically known that: if then . 

so that . 

If we put  

 

so is largest then , we obtain: 

  

The proportion: 

   

represents the reduced time units when . We can observe 

that the proportion reduced from  is larger than the 

proportion reduced from . So, to minimize   

largest jobs should be scheduled in the speediest machine. 

Lemma 2: The second term can be minimized by 

allocating the same number of jobs to each machine. 

Proof 

From [27], the deterioration is minimized by allocating the 

same number of jobs to each machine.  

Lemma 3: if in a bucket b: , load more 

than one position in this bucket. 

Proof 

It’s known that more positions are loaded in a bucket, less 

buckets are loaded in a machine. So, since the energy 

consumed due to deterioration in a given position of a 

bucket is inferior to energy consumed due to maintenance 

activity, it’s more efficient to affect a job in the next 

position of this bucket than affect it to the next bucket.  

4. Resolution Approach 

Given the complexity of scheduling problems, the MILP 

doesn’t provide solutions for medium and large instances. 

And since no paper studied this problem before, no 

polynomial time algorithm exists for the exact solution. 

Therefore, a meta-heuristic or a specific heuristic 

algorithm are necessary to solve large size instances of the 

problem. 

Using the three proposed lemmas, we develop a heuristic; 

LBH heuristic to solve the problem. 

4.1. LBH-Heuristic 

The proposed heuristic proceeds by steps, where the first 

step follows lemma 1 and lemma 2, divides equivalently 

jobs to machines by affecting the largest jobs to the 

speediest machine. The second step uses lemma 3 to load 
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buckets and affect jobs. This lemma-based heuristic is 

more detailed in algorithm 1. 

 The three lemmas are mathematically proven, and so is 

lemma 1. But it is proven to minimize only one term and 

not the objective function as a whole, and unaware the 

machines’ multitude. 

To deal with this, we integrate a simulated annealing 

metaheuristic, which permutates between two randomly 

chosen jobs, in order to improve the OF. 

 Algorithm 1: lemma-based heuristic “LBH” 

 Initialize N=number of jobs j, M=number of machines i. 

Initialize list of jobs  

initialize : total completion time of machine i 

initialize  

Initialize   

1. 
Order job in decreasing order of  in  

2. 
Order job in decreasing order of  

3. Initialize i=1, j=1 

4. Do { 

Affect the [N/M] jobs from  to  

5. Update    

} 

6. 
while ( ) . 

7. 
If { 

Go to step 9 

8. Else 

Do { 

  

affect j to I’ so I’ is the machine with 

the smallest total completion time 

} 

while ( ) 

9. 
For  { 

Initialize p=1, p’=1, k=1 //p’ position of bucket 

k 

1

0. 
While { 

 p’=1 

While ( { 

Affect job from  to 

,  

. 

} 

k . 

} 

4.2. LBH-SA heuristic 

Simulated Annealing SA belongs to meta-heuristics based 

on solution modification. It is characterized by using one 

solution by iteration which reduces the number of 

parameters to fix and make it simpler to adapt to our 

system.  

It is inspired by the physical process of metals cooling. The 

cooling process aims to order the atoms in most regular 

structure. For this, cooling rate has crucial impact on final 

structure.  

Simulated Annealing is a finite number of iterations 

repeated under a decreasing temperature, algorithm 2. 

It is noted that:  

- Initial solution is disrupted to obtain new solutions  

- A structure is a solution to the problem.  

- After an iteration temperature is decreased using the 

following relation:   

- Iterations stop when the stopping criterion is achieved.  

Algorithm 2: LBH-SA heuristic 

 
INITIALIZE ( ) 

 
While ( ): 

i Neighborhood generation: 

Sn=mutation (Si) 

ii Fitness: 

Calculate OF (Sn), and ΔS= OF (Sn) - OF (Si) 

iii Select Si for the next iteration: 

 - If (ΔS<0) Then 

      

- Else: 

          {   Calculate the probability 

                   

- If (Pa>=P) then: 

{Si=Sn accepted} 

- Else { Si=Si rejected} 

 Update (Ti) 

An initial structure and an initial temperature are 

introduced. Temperature needs to be high enough to allow 

flexibility to the algorithm, without slowing down the 

algorithm. The movement from a structure to another is 

done if the quality of the new structure is judged better 

than the quality of the previous one. The movement quality 

is judged through a proportion, named the acceptance 

probability or metropolis acceptance criterion. The 

acceptance probability at any given temperature is 

determined by the following equation:  
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In order to use the simulated-annealing algorithm, we 

primarily need to well put the following parameters: initial 

solution Si, initial temperature Ti, acceptance probability 

Pa, cooling ratio α, stopping criterion δ. In addition, we 

need to specify a mutation scheme to generate 

neighborhood. 

Initial solution: considers solutions given by the lemma-

based heuristic 

Mutation “neighbourhood generation”: Since the 

objective function is calculated through the total flow time 

in machines, the sequence of jobs does not affect it. So, no 

permutation is made between two jobs of the same 

machine, a permutation is made between two jobs from 

two different machines, randomly chosen. 

Other parameters: Ti=8000, α=0.99, Pa=70%. The 

stopping criterion is theoretically achieved when T=0, but 

in practice that may not be achieved. Thus, if there are L 

iterations with no improvement, the algorithm stops. 

4.3. Computational experiment:  

In this section, the designed algorithm is tested on small 

and medium instances, by comparing its results with 

optimal solutions of the MILP model. Parameters of the 

system are generated randomly, according to the following 

distributions:  

- Normal processing time  ,  

- Machine’s speed ,  

- Maintenance duration ,   

- Position and time compression 

rate . 

Table II shows the difference in objective functions by the 

developed LBH-SA and the MILP. The LBH-SA is 

programed in python and the mathematical model in Lingo 

18. 

Values in the column “Gap%” represent the percentage 

shift of solutions given by developed LBH-SA from the 

optimal solutions given by Lingo 18 solver of small 

instances, ranging from 6N2M to 12N3M. It is worth 

noting that, for each size, 10 different instances are 

generated. So, the minimum and maximum obtained gaps 

are mentioned in table 2. 

Table 2. Lingo and SA algorithm results for small 

instances 20N4M 

Instances: 
Gaps% (MILP, 

LBH-SA) 

Computationa

l time 

Nam

e 
size 

Min

. 

Max

. 

Avr

. 
SA Lingo 

I1 6N2M 0 0 0 ms 
1h40m

n 

I2 8N2M 0 0 0 ms 
1h50m

n 

I3 
10N2

M 
0 0.01 0.01 Ms 2h 

I4 
12N2

M 
0 0.01 0.01 Ms 2h40 

I5 
12N3

M 
0 0.02 0.02 Ms 5h 

I6 
15N3

M 
0.01 0.08 0.05 ms 5h 

 

Results of table 2 indicate that gaps between optimum and 

the proposed algorithm solutions doesn’t exceed 0.08%. 

Bearing in mind that the solver requires several hours to 

provide an optimal solution, whereas the computation time 

of the proposed algorithm takes only milliseconds. This 

analysis allows us to conclude that the proposed BLH-SA 

algorithm delivers satisfactory results within an affordable 

computational time. 

5. Conclusion 

In this paper, an original mathematical model is developed 

for a uniform parallel machine scheduling problem under 

deterioration and maintenances activities to minimize the 

total consumed energy. Processing time of a job depends 

on machine’s speed and position to which it is assigned, 

and this is due to machine deterioration. The deterioration 

effect is remedied by maintenance activities. The problem 

consists of affecting jobs to machine, deciding about the 

number of maintenance activities and their start and end 

time, in such way to minimize the total consumed energy.
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