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Abstract: A basic assignment in medical imaging, the segmentation of images is essential for many therapeutic applications. Because of 

the inherent difficulty and variability in various types of imaging, separating multimodal medical pictures presents major hurdles. The 

research suggests a novel image segmentation method called bird swarm optimized random forest (BSORF) for multimodal medical 

concepts. The BSO algorithm is used in the proposed approach to enhance the feature selection procedure and make it possible to identify 

the best particular characteristics in multimodal clinical images. The RF method, renowned for its efficiency when processing complex 

data and categorization assignments, is then used with these chosen characteristics as input. Numerous tests were run on multimodal 

medical data to assess our strategy's performance. The results show that the suggested method outperforms current approaches regarding 

accurate segmentation. 
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1. Introduction 

The term "multimodal medical images" refers to various 

imaging techniques to record and examine different human 

body parts for diagnosis, therapy, and research. These 

methods integrate many imaging modalities, including 

ultrasound, positron emission tomography (PET), computed 

tomography (CT), magnetic resonance imaging (MRI), and 

others, to provide a more thorough and in-depth 

understanding of the internal structures and functions. [1]. 

Multimodal medical images offer enormous potential for 

individualized treatment planning in this era of customized 

healthcare. Medical professionals can improve treatment 

plans and provide individualized care by fusing imaging 

data with additional clinical data such as genomes and 

patient history. Incorporating image-guided therapies is also 

made easier by multimodal imaging, allowing precise 

targeting of sick tissues and reducing collateral harm [2]. 

A cutting-edge method for partitioning or classifying 

distinct regions or structures within medical images 

obtained through several imaging modalities is called image 

segmentation utilizing machine learning for multimodal 

medical images. Healthcare workers can now extract 

valuable information from large and varied imaging 

datasets, vital for medical diagnosis, treatment planning, 

and research [3]. Image segmentation is only one of the 

many computer vision tasks that machine learning 

algorithms, especially deep learning (DL) models, have 

proven remarkably successful at. Large datasets of medical 

pictures tagged by humans with the necessary regions or 

features of interest can be used to train these models. Based 

on the trends and attributes it extracts from the initial data, 

the algorithm for machine learning is trained to recognize 

and divide these regions into several categories [4]. Machine 

learning-based image segmentation has many uses in 

multimodal medical pictures. It can help accurately 

delineate organs, tumors, blood vessels, and other 

anatomical characteristics, aiding radiation therapy, 

treatment planning, and surgical guidance. Additionally, it 

can improve clinical decision-making by tracking treatment 

outcomes, assessing illness progression, and measuring 

disease severity. Additionally, the technique enables large-

scale evaluation of multimodal datasets, opening up new 

opportunities for medical research [5]. 

The study aims to present a new technique for multimodal 

medical picture segmentation dubbed bird swarm optimized 

random forest (BSORF). The researchers' use of the BSO 

algorithm improves the feature selection process, which 

enables the recognition of the most useful features in 

multimodal clinical images. Using the chosen features as 

input, they then employ the random forest (RF) approach, 

renowned for its effectiveness in handling complex data and 

categorization jobs. The researchers ran several tests on 

various multimodal medical data to gauge how well their 

suggested strategy worked. 
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The order in which the remaining information is delivered 

is shown below. Section 2 covers the literature review, while 

Section 3 discusses methodologies. Section 4 examines the 

findings, and Section 5 presents the conclusions. 

2. Related Works 

The article [6] gives young researchers a sane perspective 

on creating CNN models combined with medical imagery to 

detect diseases early. Different image processing methods 

that improve the presentation of medical images have been 

covered in the article. High-quality medical photos can help 

the DL model perform more accurately. Study [7] 

Convolution neural networks have recently made strides 

toward producing more accurate prediction outcomes for 

issues with segmenting medical images. They extract 

knowledge from highly skilled medical image segmentation 

networks to train another lightweight network efficiently. 

They illustrate it requires reasonably high operational speed 

and minimal storage utilization, and a lightweight network 

distillation by our method provides a non-negligible value. 

In the research [8] to learn enough from the limited input, 

the proposed CNL-UNet features a pre-trained encoder that 

enhances transfer learning algorithms. As a result, it has a 

lightweight design and is less likely to overfit. The 

outcomes show that their suggested architecture 

outperforms most of the current networks. The aim of the 

study [9] was to highlight the cutting-edge approaches to 

medical image fusion, with a particular emphasis on the use 

of wavelet transforms for the fusion of medical images, 

along with the help of principal component analysis (PCA) 

and independent component analysis (ICA) approaches for 

data dimension reduction and demising. The article has also 

covered the use of numerous medical modalities to create an 

optimum method for medical picture fusion.  

An approach for the registration and merging of multimodal 

medical images was presented in the study by [10]. The 

proposed method uses Principal Component Averaging 

(PCAv) and Discrete Wavelet Transform (DWT) for picture 

fusion and Multi-resolution Rigid Registration (MRR) for 

multimodal image registration. The suggested methodology 

offers improved image quality, more accurate results, and 

useful data for diagnosis. To further boost the efficiency of 

the image fusion process, a novel deep belief network-based 

architecture is provided in the investigation [11]. The 

machine learning model for picture fusion is built using a 

deep belief network model. Numerous tests show that the 

suggested strategy performs better than the state-of-the-art 

imagines fusion methods.  

The study's [12] Authors proposed that HyperDenseNet, a 

3-D fully convolutional neural network, to apply the idea of 

dense connectivity to multimodal segmentation problems: 

HyperDenseNet, a CNN with applications for segmenting 

brain tissue in multimodal MRI. The study revealed how 

HyperDenseNet might be used to solve difficult multimodal 

volumetric image segmentation difficulties.The goal of 

study [13] is to refer to various MRI images obtained under 

different conditions as multiple modalities. Generative 

adversarial networks (GANs), a DL model, are the 

foundation of the suggested approach. Experimental 

findings show that the recommended strategy outperforms 

the most recent cutting-edge techniques. 

In the research [14], to improve the prediction of the 

diagnostic details, multimodal medical image fusion 

attempts to combine multisensory medical data into a single 

image. The article uses a convolution neural network (CNN) 

as the suggested method. The recommended method 

improves other cutting-edge techniques regarding 

outcomes, fusion quality, and computational performance. 

The study [15] gives a thorough topical assessment of DL-

based medical Image segmentation. The study focuses on 

supervised and weakly supervised learning approaches. 

Deep neural network-based, fully automated medical image 

segmentation has been demonstrated to be extremely 

valuable. 

3. Proposed Method 

3.1 Dataset 

Frontal Chest X-ray (CXR) pictures were created using an 

openly accessible dataset. MRI scans come from the steady-

state Sunny Brook dataset. Forty-five patients are given free 

precision (SSFP) sequences. All patients got multiple-slice 

short axis (SAX) images; however, some also had two-

chamber and four-chamber views. We only used the slices 

of the CT images that contained the heart during the chest 

CT scans we performed on 20 patients. The echo ultrasound 

data comprises four chamber B-mode views and Doppler 

from a partner hospital.  

3.2 Preprocessing - wiener filter 

The wiener filter is a widely used image processing 

technique for eliminating extraneous information from the 

Multimodal Medical image. Our approach converted the 

input image into a two-dimensional representation with 

pixels having values between 0 and 255. The Multimodal 

Medical image was further altered using the same method 

to execute matrix operations. Since the Wiener filter uses a 

linear estimation of the original image, it removed additive 

noise and lowered mean square error. Equation 1 and 

Equation 2 thereby calculated the mean and variance of each 

pixel. 

𝜇𝑎,𝑏= 
1

𝐴𝐵
 ∑𝑥,𝑦∈𝑁 𝑃(𝑥, 𝑦)           (1) 

𝜎2
𝑎,𝑏 = 

1

𝐴𝐵
∑𝑥,𝑦∈𝑁 𝑃(𝑥, 𝑦)2 −  𝜇2       (2) 
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Here, 𝑃 is an input image, 𝑥 and 𝑦 are filtering pixels, 

N=X=3 are surrounding pixels, and 𝑥 and 𝑦 are placed in an 

𝑁 × 𝑋 block. 

𝑃(𝑎,𝑏) =  𝜇 + 
𝜎2−𝑛2

𝜎2  ( 𝑃(𝑥 − 𝑦) −  𝜇 )          (3) 

In Equation 3, where 𝑛2 is the noise variance, changes 

according to the Wiener filter are made.  

   

3.3 Bird swarm optimized random forest (BSORF) 

BSO-RF is the  integration of bird swarm optimization an 

random forest for multimodal medical image segmentation. 

3.3.1 Bird swarm optimization 

BSA is a powerful optimization technique with attributes 

including an easy process, good expansibility, and more. 

Let N simulated birds may fly and search for food. Suppose 

𝑍𝑥
ℎ( 𝑥 ∈ [1,2, … . . 𝑁]). Describe where the x th bird at h is 

located. These are some examples of the birds' behaviors: 

𝑍𝑥,𝑦
ℎ+1 = 𝑍𝑥,𝑦

ℎ  + (𝑃𝑥,𝑦 -  𝑍𝑥,𝑦
ℎ  ) * D * rand(0,1) + (𝐻𝑥,𝑦 - 𝑍𝑥,𝑦

ℎ  ) 

* S * rand(0,1)                              (1) 

The following are examples of vigilance behavior: 

𝑍𝑥,𝑦
ℎ+1 = 𝑍𝑥,𝑦

ℎ  + B (𝑚𝑒𝑎𝑛𝑦 -  𝑍𝑥,𝑦
ℎ ) * rand(0,1) + B2 (𝑃𝑥,𝑦 -  

𝑍𝑥,𝑦
ℎ ) ∗  𝑟𝑎𝑛𝑑(−1,1)                            

   (2) 

Where B1 and B2 have the following mathematical 

definitions: 

B1=b1 * exp [− 
𝑝𝐹𝑖𝑡𝑥

𝑠𝑢𝑚 𝐹𝑖𝑡+ ∈
∗ 𝑁] 

B2 = b2 * exp  [[
𝑝𝐹𝑖𝑡𝑥− 𝑝𝐹𝑖𝑡𝑘

|𝑝𝐹𝑖𝑡𝑘− 𝑝𝐹𝑖𝑡𝑥|+ ∈
 ]  ∗  

𝑁∗ 𝑃𝐹𝑖𝑡𝑘 

𝑠𝑢𝑚 𝐹𝑖𝑡+ ∈
 ] 

The following sentence describes flight behavior: 

𝑍𝑥,𝑦
ℎ+1 =  𝑍𝑥,𝑦

ℎ  + 𝑟𝑎𝑛𝑑𝑛(0,1) * 𝑍𝑥,𝑦
ℎ     (3)                                                                                         

𝑍𝑥,𝑦
ℎ+1 =  𝑍𝑥,𝑦

ℎ +  ( 𝑍𝑘,𝑦
ℎ −  𝑍𝑥,𝑦

ℎ  ) ∗  𝐹𝐿 ∗ 𝑟𝑎𝑛𝑑𝑛(0,1)             

(4) 

Where FL is in [0, 2]. 

3.3.2 Random forest 

Segmenting chest  multimodal medical images is critical for 

computer-aided evaluation and therapy planning of chest -

related disorders. Using the random forest algorithm is one 

way to carry out this segmentation.A supervised machine 

learning approach called random forest makes predictions 

by combining the outputs of various decision trees. The 

algorithm can be developed with labeled images where 

every pixel is identified as either a member of the area 

surrounding the chest s or not in segmenting chest  

multimodal images. A training dataset is first created, which 

includes ground truth segmentation masks for chest  

multimodal images. The image are usually preprocessed to 

highlight the chest  architecture and eliminate noise or 

artifacts. The qualities of various regions can be represented 

by features that can be retrieved from the images, such as 

intensity values, texture, and form descriptors. 

The random forest algorithm is trained on this dataset, and 

each decision tree is built by randomly choosing a portion 

of the training data and features. The link between the 

extracted features and the matching class labels is taught to 

the trees through training. The algorithm divides the data 

iteratively depending on various feature thresholds during 

training to develop a set of classification rules. The random 

forest model can segment new chest  multimodal medical 

images after training. In the same way as the training photos, 

the image is initially preprocessed. Then, using the learned 

rules, the trained random forest is used to categorize each 

pixel in the image. This process is often carried out pixel-

by-pixel to make a prediction, looking at each pixel's 

immediate surroundings. 

Following segmentation, post-processing procedures can be 

used to clean up the data and eliminate any potential artifacts 

or misclassifications. These steps may involve 

morphological operations such as erosion and dilation to 

adjust the boundaries and ensure precise and seamless chest  

segmentation. The powerful machine learning method, 

random forest, can be applied to segment multimodal 

medical images. The system learns to categorize pixels in 

multimodal medical images by training on a labeled dataset. 

This method can help doctors better understand chest -

related disorders and plan their diagnosis and treatment. 

3.5 Classification using Support Vector Machine 

We used SVM to categorize the Multimodal Medical Image 

as normal or abnormal. SVM is a methodical technique for 

two classroom issues. Considering how well the SVM 

classifier performs recognizing patterns and image 

processing applications, it is used in many study fields. 

SVM is most commonly applied to issues involving a 

limited training dataset and a large feature space. SVM 

requires two stages: training and testing, just like neural 

networks. The SVM's algorithm for learning can be trained 

by feeding its features as input. During exercise, the SVM 

determines the proper margin between the two classes. 

Based on the class they belong to, parts are given names[19].  

The aggregate amount of neurons chosen for every problem 

and the existence of regional minimum constitute merely 

two of the numerous drawbacks of ANN. SVM does not 

occupy any local minima, and it solves the neuron selection 

issue by introducing the hyperplane concept. Our SVM uses 

an RBF kernel to translate the input information into space 

with greater dimensions. The pattern vector lies most near 

the decision boundary and is utilized for the hyperplane 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(19s), 727–732 |  730 

linear classification algorithm in this altered location.  

Let's say that the 𝐷-dimensional inputs ax (x=1,…D) are 

either from Class I or II and the corresponding labels are 

bx=1 for classes one and two.  

C(Y) = 𝑀ℎ X + A        (1) 

A - is a scalar, and M - is an m-dimensional vector. The 

dividing hyperplane meets this need. 

𝑍𝑥 (𝑀ℎ 𝑋𝑥 + b) ≥ 1    𝑓𝑜𝑟 𝑥 = 1, … . 𝐷      (2) 

The margin measures the separation between the practice 

data closest to the hyperplane and its edge, C(Y) = 0. The 

ideal separating hyperplane is the C(Y) = 0 with the largest 

margin. 

4. Result 

This section evaluates the efficacy of the recommended and 

existing approaches. The variables are Dice Similarity 

Coefficient (DSC), precision, accuracy, and Jaccard Index 

(JI). CMSA [16] and MSMCNN [17] are the current 

processes.  

The segmentation findings' overall correctness is gauged by 

accuracy. The ratio of true negatives and true positives to all 

the pixels or voxels in the image is used to compute it. 

However, if the classes are unbalanced, accuracy could be 

deceptive. The resulting accuracy is shown in Figure 1. 

Comparatively, it demonstrates that the proposed 

technique's value (proposed method 97%) is higher than the 

existing methods (CMSA 85% and MSMCNN 92%). 

 

Fig 1: Result of accuracy 

The algorithm's positive predictions are accurate to a certain 

degree, measured by precision. The ratio of true positives to 

the total of true positives and false positives is used to 

compute it. It shows how well the algorithm can prevent 

false positives. The precision outcome is shown in Figure 2. 

Comparatively, our suggested method (96%) outperforms 

the currently used methods (CMSA 83% and MSMCNN 

90%). 

 

Fig 2: Result of prediction 

The DSC calculates the degree of segmented data overlap 

areas and the actual data. This ratio is determined as the 

product of the volume of the segmented region and the 

ground truth multiplied by the point of intersection of the 

segmented region and the ground truth. The DSC results are 

shown in Figure 3. In terms of comparison, it demonstrates 

that the approach we propose (proposed method 93%) 

outperforms the currently used methods (CMSA 81% and 

MSMCNN 86%). 

 

Fig 3: Result of DSC 

The Jaccard index (JI), commonly called the Intersection 

over Union (IoU), quantifies how similar the segmented 

region and the real world are, just like the DSC. The 

intersection of the segmented area and the ground truth is 

divided by their union to arrive at the calculation. Figure 4 

shows the results of the JI. It demonstrates that our 

suggested method (proposed method 0.8) outperforms the 

already used methods (CMSA 0.5 and MSMCNN 0.6). 

 

 

Fig 4: Result of JI 
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5. Conclusion 

According to the study, the suggested BSORF method 

works better than other strategies at accurately segmenting 

multimodal medical images. The recommended method 

shows increased performance in recognizing and isolating 

important structures in complicated multimodal pictures by 

utilizing the BSO algorithm for feature selection and 

integrating it with the RF method. The studies' outcomes on 

several multimodal medical datasets show that the BSORF 

approach is effective and potentially has several therapeutic 

uses in medical imaging [18]. The research must discuss the 

proposed method's time complexity and computational 

needs. The BSORF approach's computational cost must be 

considered, especially when working with huge datasets or 

real-time applications. It would be beneficial to conduct user 

studies or work with medical experts to evaluate the clinical 

relevance and utility of the suggested method in particular 

therapeutic applications. This could lead to improvements. 
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