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Abstract: In aviation maintenance, ensuring the dependability and safety of aircraft components is crucial. Predicting failures in aviation 

components can considerably improve maintenance plans, cut downtime, and avert accidents. The aviation sector has a lot of information 

and maintenance data that might be utilized to forecast future activities and produce useful results. The Hybridized Gradient Random Forest 

with Modified Support Vector Machine (HGRF-MSVM) choices for features and data removal to anticipate aviation failures in the system 

is a novel approach presented in this paper for predicting failures in aircraft parts. Over the course of two years, nine participants input and 

one output variables were collected from aircraft maintenance and failure data painstakingly discovered. To increase the effectiveness of 

failure count prediction, HGRF-MSVM is suggested. To get rid of noisy or inconsistent data, Min-max normalization is changed for pre-

processing. Altered Genetic Algorithms (AGA), attribute assessment feature selection, is employed in the initial step to identify the most 

and least effective parameters. Real-world aircraft data from a fleet of commercial aircraft is used to validate the HGRF-MSVM. 

Additionally, the models are assessed using performance metrics including the correlation coefficient (CC), mean absolute error (MAE), 

and root mean square error (RMSE). The outcomes show that the HGRF-MSVM Prediction equipment failures are successful. 

Keywords: aircraft parts, hybrid machine learning algorithm, Altered Genetic Algorithms (AGA), aviation sector, Min-max normalization

1. Introduction 

The accessibility and dependability of aircraft parts have 

long been crucial factors in aviation. The dependability of 

aircraft equipment and systems will rise with accurate 

failure predictions. The planning of maintenance work 

assists in estimating the total expenses of maintaining and 

overhauling aircraft parts [1]. The accuracy and 

accessibility of services and resources is a growing source 

of anxiety for airlines. The majority of them depend on 

routine maintenance to make sure that the machinery is 

running properly and prevent unanticipated failures. These 

sorts of maintenance are often performed on discrete, 

targeted components based on their use without taking into 

account how those components interact with one another 

and affect one another's lifespan [2]. The study being 

conducted here is a continuation of work that was presented 

at the fourth The International Federation of Account 

Symposium on Advanced Restoration Engineering, 

Services, and Innovations. Unanticipated repairs on an 

aircraft might result in a flight being cancelled or delayed if 

replacement parts are not available where the problem is. 

Undesired interruption may arise, which raises the cost of 

operating the airlines [3]. Use of data collected from 60 

airplanes for more than eight years. Two databases are used 

to gather the datasets. The first database contains the 

Aircraft Central Maintenance System log (ACMS) data, 

which includes error signals from the flight deck, effect 

(FDE) and BIT (built-in test) equipment [4]. Accurately 

determining an aircraft engine's remaining useful life (RUL) 

is a crucial steps in operational in order to reduce repair 

expenses and increase dependability [5].  

The components of the status data from monitoring of an 

aviation aircraft have been closely associated, therefore if 

those characteristics can be changed into additional 

characteristics that are related instead of existing ones, the 

information of each variable in the original data may be 

represented with less distinctive characteristics[6]. This 

information forecasting of trajectory also forms the 

cornerstone of decision-making systems like arrival and 

departure sequencing, conflict detection, airspace 

situational awareness, and flight flow management, which 

can significantly lower the unpredictability of an aircraft's 

future flight and increase the predictability of air traffic [7]. 

Initially a consequence of increased consumption of fuel, 

emissions, including longer aircraft hour’s aircraft delays 

cost airlines more money, which hurts their ability to 

compete in the industry [8].  The creation and analysis of 

immense quantities of aviation data have become more 
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accessible due to the technical development in the aerospace 

industry and the ongoing development of data analytics. As 

a result, maintenance tactics have changed, moving from 

preventive maintenance to predictive maintenance, instance 

illustration [9]. Predicting the energy needed to produce 

components is an important step toward sustainable 

production. The aerospace industry uses around 34% of the 

world's total energy due to the energy required for the 

manufacturing of aircraft components [10]. The Hybridized 

Gradient Random Forest with Modified Support Vector 

Machine (HGRF-MSVM) choices for features and data 

removal to anticipate aviation failures in the system is a 

novel approach presented in this paper for predicting 

failures in aircraft parts. Over the course of two years, nine 

participants input and one output variables were collected 

from aircraft maintenance and failure data painstakingly 

discovered. 

2. Related Works   

The study [11] utilizing data from 47,938 building-related 

accidents, a machine learning-based model was created to 

estimate the probability of a worker suffering a perpetuating 

handicap as a consequence of their incident. The objective 

of [12] was to additionally to being informative for lowering 

measurements burden and conserving time required in real-

world application, this study may be helpful for those 

looking for a reliable and precise prediction model for 

wireless communication system construction. The goal of 

[13] was to during this work; the state of the art of applying 

machine learning techniques to forecast software defects is 

evaluated. The evaluation shows that machine learning 

algorithms have made great strides in predicting software 

faults, bringing bug-free software to users. Research [14] 

during this work, the current state regarding the practice of 

applying machine learning techniques to forecast software 

defects are evaluated. The evaluation indicates that machine 

learning algorithms have made great strides in predicting 

software faults, bringing bug-free software to users. The 

study [15] to frequently mention neural network structures, 

this is a formidable challenge. Additionally they employ the 

CNN to obtain pertinent information since the self-attention 

mechanism is insensitive to the local environment, and 

sensor data usually have a significant local biased. 

connection. Research [16] is to encourage more 

conversation about how various components of aviation gas 

turbine engines might work together to extend engine life. 

Despite the fact that we merely presented data-science-

based insights, we are certain that the findings of our effort 

will inspire more research in the aviation community. The 

objective of [17] was to the case of this dissertation, there is 

a data-driven architecture based on dual-focus attention for 

measuring RUL in airplane propulsion systems. In order to 

achieve efficient feature extraction from sensor data, 

aconvolutional neural networks was combined utilizing the 

channel attention method. Research [18] the suggested 

maintenance planning framework may be easily adapted to 

accommodate the upkeep of a wide variety of aircraft 

subsystems and components. The expenses under 

consideration should be revised appropriately. The goal of 

[19] the primary goal of these recommended future 

directions was to enhance the data and RUL model 

reconstructions. While RUL model reconstruction 

possibilities centered on model complexity, data quality 

prospects focused on data qualities including availability, 

complexities, and instability. Research [20] the current 

status of physical-informed machine learning approaches 

for reliability and system safety applications was reviewed 

in this dissertation. The objective of [21] was to throughout 

the present article, they describe a novel method that is data-

driven. OS-ELM, one of the ELM versions, was chosen as 

the basis for the approved learning rules since it makes use 

of adaptive learning and a novel denoising scheme to 

improve its performance. Research [22] the NextGen 

initiative places a premium on precision and reliability in its 

pursuit of trajectory prediction for airplanes. To combat this, 

we've created a Probabilistic neural network for strategic 

trajectory prediction that operates on the ground and takes 

into account convective weather conditions. The objective 

of [23] takes into accounts both regional traffic 

characteristics and spatial-temporal correlations between 

traffic flows on an infrastructure dimension. The goal of 

[24] was to the work at hand effectively combines a physics-

based semi-analytical model alongside a corrected artificial 

neural networks into a hybrid prediction model. Research 

[25] achievement rates when it comes to fuel consumption 

estimates are expected to rise with the introduction of 

innovative algorithms for deep learning that take input 

feature interactions into account more effectively or that 

further incorporate auto encoder-based completely 

immersion algorithms. 

3. Methodology 

The incorporated machine learning method may be used to 

forecast when airplane components will break down. 

Increased accuracy of predictions is achieved by combining 

different algorithms to take advantage of their advantages 

and compensate for their weaknesses. The following is a 

high-level description of a hybrid machine learning 

approach that may be employed to achieve. Fig. 1 depicts  

the flow of Proposed Method 
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Fig 1.  Flow of Proposed Method 

A. Aircraft parts dataset  

Data from more than seven years were used in this analysis. 

The data comes from two different sources. The first set of 

records is the Central Maintenance System (CMS) database, 

which stores things like flight deck effect (FDE) 

information and BIT (built-in test) equipment problem 

warnings. These alerts are sent at various points in the flying 

process. The records of aircraft maintenance operations 

constitute the second repository; these logs provide a 

detailed account of all aircraft maintenances performed. 

Information in these files pertains to a civil aviation fleet. 

The primary function of CMS in airplanes is to notify pilots 

and maintenance engineers to error messages so that they 

may undertake troubleshooting or line stop checks as 

needed eliminating fragrance substances [26]. 

B. Pre-processing 

Reliability predictions in airplane components rely heavily 

on the pre-processing stage. Data acquired from sensors, 

maintenance logs, and historical records are transformed 

and refined in this process. Typical examples of such data 

include temperature, pressure, vibration, and operating 

parameters, and they may be rather extensive and varied. 

Data mistakes, outliers, and inconsistencies are initially 

eliminated during pre-processing to provide reliable 

forecasts. 

a. Min-Max normalization 

 Min-Max Normalizing linearly transforms x into a specific 

range (𝑁𝑒𝑤𝑚𝑖𝑛 , 𝑁𝑒𝑤𝑚𝑎𝑥) 

  𝑦𝑗 = 𝑁𝑒𝑤𝑚𝑖𝑛 + (𝑛𝑒𝑤𝑚𝑎𝑥 − 𝑁𝑒𝑤𝑚𝑖𝑛) ×
𝑦𝑗−𝑦𝑚𝑖𝑛

𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
  (1) 

 𝑦𝑚𝑎𝑥 = 𝑌𝐽 , 𝑌𝑚𝑖𝑛 = 𝑦𝑗                               (2) 

Scaling data from (𝑦𝑚𝑖𝑛 , 𝑦𝑚𝑎𝑥 ) to (𝑁𝑒𝑤𝑚𝑖𝑛 , 𝑁𝑒𝑤𝑚𝑎𝑥) to 

scale. This approach maintains data value connections 

precisely. It avoids data bias. Time-consuming estimates of 

the mean along with the standard deviation are required in 

zero-mean the normalization process, sigmoid the 

normalization process, and Soft maximum normalization. 

Then the inundation will become much more severe the max 

normalization and the decimal scaling are equivalent. The 

principles of in-max normalization are straightforward, and 

its range is flexible. It can be shown from that the Max 

strategy outperforms the Zero-Mean one. To do this, we 

conducted trials using both Min-Max normalization and 

eventually max normalization. 

C.  Feature selection  

Due to the vast number of possible elements, feature 

selection contributes an essential component in the 

prediction of aircraft part failures. This is because accurate 

predictions require the identification of the most pertinent 

and instructive attributes. Feature selection techniques 

desire to reduce dimensionality by selecting a subset of 

features that have the strongest relationship with the target 

variable, while discarding irrelevant or redundant ones. 

a. Altered Genetic algorithm (AGA) 

Adaptable intuitive search algorithms called AGA take their 

cue from Darwin's theory of natural selection. Machine 

learning practitioners use it to solve optimization problems. 

It's a crucial algorithm since using its contents shortens the 

time it takes to resolve problems that would otherwise take 

much longer to resolve. AGA are finding widespread usage 

in many practical contexts, from electromagnetic circuit 

design and cryptanalysis to image processing and even 

artificial creativity. Before we go into the AGA, let's 

establish our bearings with some basic definitions. The steps 

necessary to choose characteristics using a AGA are briefly 

described below the surface. Fig 2 depicts the Altered 

Genetic algorithm (AGA) 

 

Fig 2. Altered Genetic algorithm (AGA) 
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Step 1: To get started with the process, we'll begin with 

binary-encoded combinations of attributes, where a number 

greater than one indicates inclusion and a zero indicates 

exclusion from the sequence. 

Step 2: To begin, define a random starting population and 

begin the procedure. 

Step 3: Performance values are assigned based on the AGA 

stated fitness function. 

Step 4: People are identified so that only those carrying 

healthy, fit chromosomes have a chance of having 

descendants. 

Step 5:  Produce descendants by randomly crossing along 

with mutating the chosen parents with the specified rate. 

D. Hybridized gradient random forest with modified 

support vector machine (HGRF-MSVM) 

Anticipating the moment and time that airplane components 

will break is a crucial undertaking that requires great 

precision and dependability. To solve this problem, a unique 

strategy was presented that takes use of both the HGRF and 

a tweaked support vector machine. The purpose of this 

combined model is to improve forecast accuracy by drawing 

on the strengths of both methods. The HGRF method can 

successfully manage big and varied datasets because it 

combines the ensemble learning power of random forest 

with gradient boosting approaches. Additionally, the SVM 

method has been tailored to meet the needs of aircraft failure 

prediction. 

a. Hybridized gradient random forest (HGRF) 

The HGRF  method may have trouble detecting evenly 

distributed classes. A shortage of smaller practice 

incidences suggests a lack of learning equilibrium which in 

turn demonstrates that there is insufficient data for a 

standard to identify the boundary of the result. The library 

has been oversampled to address the problem increasing 

class disparity. The data set being trained is augmented with 

more instances of the underrepresented class before a model 

is fitted.  HGRF is one of the most popular and often used 

algorithms. Classification and regression issues are 

common. applications of Random Forest and other 

supervised machine learning methods. It takes data from 

several samples, averages the results, and then classifies and 

regresses the data according to the results of the majority of 

the votes. The HGRF versatility lies in its capacity to 

process dataset that include constant variables and 

categorical variables. Regression and categorization are 

where it really shines. The random forest and its application 

to classification will be discussed in this presentation. 

      𝑚𝑗𝑖 = 𝑥𝑖𝑑𝑖 − 𝑋𝑙𝑒𝑓𝑡(𝑖)𝑑𝑙𝑒𝑓𝑡(𝑖)-𝑥𝑟𝑖𝑔ℎ𝑡(𝑖)𝑑𝑟𝑖𝑔ℎ𝑡(𝑖)    (3) 

The importance of a node is denoted by its weight, w sub 

(i), while the number of samples that made it to node j is 

given by in sub (i). Since the subscript (i) character is not 

available in the media, sub (i) must be used instead. This 

node's particular impurity value, C sub (i), its left-split left 

(i), and its right-split right (i). Discover how the tree.pyx 

function may be used to calculate the significance of 

features. Each feature on a decision tree may be evaluated 

using the equation.  

The importance of a feature is denoted by the function if sub 

(j). 

𝐸𝑗𝑖 =
∑𝑖:𝑛𝑜𝑑𝑒 𝑗 𝑠𝑝𝑖𝑡𝑠 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖 𝑛𝑗𝑖

∑𝑘𝑐𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠 𝑛𝑗𝑙
                     (4) 

The importance of node I is equal to in sub (i). 

These may be split by the total relevance of features after 

being normalized to a value between 0 and 1. 

𝑛𝑜𝑟𝑚𝑓𝑗𝑖 =
𝑒𝑗𝑖

∑𝑗𝑐 𝑎𝑙𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑒𝑗𝑖
                              (5) 

During the Random Forest level, the feature significance is 

calculated as the mean of the feature importance for each 

tree. In simply reduce the total number of trees by the sum 

of the statistically significant values for each attribute that 

defines a plant. 

𝑄𝐸𝑒𝑗𝑖 =
∑𝑗𝑐 𝑎𝑙𝑙 𝑡𝑟𝑒𝑒𝑠 𝑛𝑜𝑟𝑚 𝑖𝑗𝑗𝑖

𝑆
            (6) 

Rough Forest is an ML technique that allows for strict 

control. During bootstrapping, in which decision trees are 

constructed from randomly selected information trials, 

random forests get a prediction after each tree and vote for 

the best answer. See to learn about the results of the random 

forest method. The term "bagging" is used to describe the 

process of randomly selecting characteristics from a dataset 

for the purposes of training. A random forest method is used 

initially, with the help of this language's skeleton package. 

Fig. 3 depicts the hybridized gradient random forest 

(HGRF) 

 

Fig 3. Hybridized gradient random forest (HGRF) 

b. Modified support vector machine (MSVMs) 

MSVMs Probabilistic, multinomial, and continuous results 

may all be regressed using this method. Throughout 
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statistical learning, categorization is normally referred to as 

statistical regressed with Bernoulli outcomes. Multiclass 

classification is a kind of regression that accounts for many 

classes of results. Last but not least, we refer to regression 

analysis with outcomes that are continuous as "regression." 

MSVMs, including the logistic regression method, initially 

emerged for two-class categorization. This strategy was 

further refined to accommodate classification with more 

than two classes and continuous results. The MSVMs type 

(svc) option provides access to this mode. MSVMs, often 

known as regression, are a kind of mathematical 

categorization that we will now present. The two x-variables 

are shown in grade participation is the result. Represents a 

symbol used in charting. Depicts two of the numerous 

possible dividing lines between the two groups can you 

identify the "best" selecting a dividing line that maximizes 

the margin is one viable option. Consequently, an additional 

performance issue arises. 

𝑁  

 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜{∑𝑂
𝑖=1 𝛽𝑖

2 = 1 𝑧𝑗(𝛽0 + 𝛽1𝑤𝑗1 + ⋯ +

𝛽𝑜𝑤𝑗𝑜) ≥ 𝑀      (7) 

The margin is denoted by N the value of O is the total 

amount of and Y variables z_(j )∈ {-1,1},j=1,…,m  this 

hyper plane is shown by the second line in. A hyper plane is 

a line in two dimensions, as seen in Figure 1. The data 

collected above the hyper plane corroborate. 

(𝛽0 + 𝛽1𝑤𝑗1 + ⋯ + 𝛽𝑜𝑤𝑗𝑜) >0                                  (8) 

And data collected below the hyper plane corroborate 

  (𝛽0 + 𝛽1𝑤𝑗1 + ⋯ + 𝛽𝑜𝑤𝑗𝑜) < 0                             (9) 

The class label for data points lying below the hyper plane 

is -1 therefore 

𝑍(𝛽0 + 𝛽1𝑤𝑗1 + ⋯ + 𝛽𝑜𝑤𝑗𝑜)                                         (10)                                                                       

This continues to be true if the classes can be distinguished 

from one another. The labels for the classes are organized 

this way for mathematical simplicity {-1, 1} as opposed to 

the usual categorizations {0, 1}, applicable in logistic 

regression analysis limitation of the 𝛽𝑖 is unnecessary yet 

advantageous since it increases the range of any observation  

𝑖 with respect to the hyper plane. 

     𝑦(𝛽0 + 𝛽1𝑤𝑗1 + ⋯ + 𝛽𝑜𝑤𝑗𝑜)                           (11) 

After the β_i in a manner that allows the restriction to hold 

polynomial scheme solvers may be used to find an optimal 

solution to the optimization issue in the answer is critically 

dependent solely on marginal observations. This decreases 

processing significantly since just a subset of the data is 

required to calculate an optimum solution. The support 

vectors are the collection of observations that form this 

subset. depicts an example with three support vectors. The 

optimization issue is unsolvable since the two classes are 

often inseparable in practical contexts. To solve this, a 

margin of error must be established. 

  𝑁  

 𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜{∑𝑜
𝑖=1 𝛽𝑖

2 = 1 𝑧𝑖(𝛽0+𝛽1𝑤𝑗1+⋯…+𝛽𝑜𝑤𝑗𝑜) ≥

𝑁(1 − 𝜀𝑗) 𝜀𝑗 ≥ 0; ∑𝑚
𝑗=1 𝜀𝑗 ≤ 𝑐     (12) 

Once more, the support vectors either on-margin or outside-

margin observations—are the only thing that matters when 

solving the optimization problem. depicts such an instance 

one square is located above the solid line, and one triangle 

is located below the line. The top dashed line is the margin 

for the triangles, while the lower dashed line is the margin 

for the squares some notes, as before, are written in the 

margin. There are now also out-of-bounds observations to 

consider. As long as an observation is on the right side of 

the decision boundary, it will not be incorrectly categorized 

even if it falls beyond the margin. Please take note that a 

square, one of the mislabelled observations, extends beyond 

the two margins. Even though it does not adhere to the lower 

boundary, it is a support vector the infraction is outside the 

margin of error's upper bound. 

4. Result and Discussion 

This study introduces the Hybridized Gradient Random 

Forest with Modified Support Vector Machine (HGRF-

MSVM) to forecast aviation system failures using feature 

selection and data removal. The effectiveness and reliability 

of a suggested approach are compared to those of 

convolution neural network-long short term memory (CNN-

LSTM). 1-D dilated convolution neural network (1-

DDCNN) and Deep Belief Network (DBN). Estimated 

metrics for the recommended approach include accuracy, 

Precision, Mean absolute error (MAE), Root mean square 

error (RMSE).   

A. Accuracy 

The prediction of the circumstances under which airplane 

components could break is an essential but difficult 

undertaking. A hybrid machine learning method, integrating 

the best features of many approaches, has been designed to 

tackle this problem. This hybrid strategy takes use of the 

strengths of several algorithms to improve failure prediction 

accuracy. These algorithms include random forests, support 

vector machines, and artificial neural networks. Table 1 and 

fig 4 represents the accuracy of proposed and existing 

methods.  

Table 1. Numerical outcomes of Accuracy                                

Method (%) Accuracy (&) 

CNN-LSTM 86 

1-DDCNN 89 

DBN 78 

HGRF-MSVM 92 
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This hybrid strategy takes use of the strengths of several 

algorithms to improve failure prediction accuracy. These 

algorithms include random forests, support vector 

machines, and artificial neural networks. Table 1 and fig 4 

represents the accuracy of proposed and existing methods. 

 

Fig 4. Accuracy 

B. Precision 

The prediction of the circumstances under which airplane 

components could break is an essential but difficult 

undertaking. A hybrid machine learning method, integrating 

the best features of many approaches, has been designed to 

tackle this problem. This hybrid strategy takes use of the 

strengths of several algorithms to improve failure prediction 

accuracy. These algorithms include random forests, support 

vector machines, and artificial neural networks. Table 2 and 

fig 5 represents the Precision of proposed and existing 

methods.  

Table 2.  Numerical outcomes of Precision 

Methods 

(%) 

Precision (%) 

CNN-

LSTM 

72 

1-DDCNN 77 

DBN 81 

HGRF-

MSVM 

95 

 

This hybrid strategy takes use of the strengths of several 

algorithms to improve failure prediction accuracy. These 

algorithms include random forests, support vector 

machines, and artificial neural networks. Table 2 and fig 

5 represents the Precision of proposed and existing 

methods. 

 

Fig 5. Precision 

C. Mean absolute error (MAE) 

The approach, which makes use of statistical and machine 

learning models, is fine-tuned with the help of the former 

and put to the test with the latter. The effectiveness of the 

hybrid algorithm is then evaluated using the MAE metric. 

This method improves the predictability of aviation systems 

and contributes to their dependability. Table 3 and fig 6 

represents the Mean absolute error (MAE) of proposed and 

existing methods.  

Table 3. Numerical outcomes of  Mean absolute error 

(MAE) 

Methods (%) MAE (%) 

CNN-LSTM 65 

1-DDCNN 58 

DBN 67 

HGRF-MSVM 46 

 

The effectiveness of the hybrid algorithm is then 

evaluated using the MAE metric. This method improves 

the predictability of aviation systems and contributes to 

their dependability. 

 

Fig 6.  Mean absolute error (MAE) 

D. Root mean square error (RMSE) 

The root mean square error (RMSE) is a statistic used to 

evaluate the precision of predictions made by a hybrid 

machine learning system for predicting failures in airplane 

components. To improve its predictive powers, this hybrid 

algorithm integrates statistical methodologies with machine 

learning techniques. The hybrid algorithm is trained by 

collecting aircraft component history data, engineering and 

pre-processing important characteristics, and dividing the 

data into sets for training and testing. Table 4 and fig 7 

represents the Root mean square error (RMSE) of proposed 

and existing methods.  

Table 4. Numerical outcomes of  Root mean square error 

(RMSE) 

Methods (%) RMSE (%) 

 CNN-LSTM 56 

1-DDCNN 51 

DBN 49 

HGRF-MSVM 47 
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To improve its predictive powers, this hybrid algorithm 

integrates statistical methodologies with machine learning 

techniques. 

 

Fig 7. Root mean square error (RMSE) 

5. Conclusion 

A hybrid machine learning approach predicts faults in 

airplane parts by combining many methods [30]. The 

findings from this study present a unique method for 

forecasting airplane component failures using Hybrid 

Gradient Random Forest with Modified Support Vector 

Machine (HGRF-MSVM) features and data reduction. 

Throughout learning, decisions trees, random forests, and 

support vector machines are used to understand the patterns 

and correlations between characteristics and failures. These 

models use extracted information to categorize occurrences 

as failed or non-failure. Hybrid machine learning methods 

are designed to forecast airplane component problems in the 

future.. These algorithms will improve failure prediction 

models by combining deep learning, reinforcement 

learning, and ensemble approaches 
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