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Abstract: This research investigates sentiment analysis applied to restaurant reviews, employing an innovative hybrid methodology 

combining traditional lexicon-based features with advanced deep learning techniques, particularly Long Short-Term Memory (LSTM) 

networks. The study commences with data acquisition and preprocessing, including tokenization, stop word removal, lemmatization, and 

punctuation removal. Feature extraction incorporates lexicon-based methods and various tokenization techniques, such as TF-IDF vectors, 

N-gram, Bag of Words, and Word Embedding. The novel aspect lies in the integration of LSTM network-based classification for sentiment 

analysis. The results showcase the effectiveness of this hybrid approach, with an accuracy of 95.89% and superior performance metrics 

across sensitivity, specificity, precision, and F1-score. Comparative analysis with previous research work validates the superiority of the 

proposed methodology. The study also provides insights into training time variations associated with different feature extraction techniques, 

contributing to a comprehensive understanding of sentiment analysis in the context of restaurant reviews. 

Keywords: Bag of Words, Long Short-Term Memory, N-gram, TF-IDF Vectors, Word Embedding. 

1. Introduction 

The globe is teeming with individuals harboring 

exceedingly diverse preferences. Occasionally, these 

inclinations can be diametrically opposite. Varied musical 

tastes, distinctive sartorial choices, divergent hairstyling 

approaches, and predilections for specific activities – all 

contribute to this diversity. Amidst this assortment, 

gastronomic preferences hold no exception. What exactly 

do patrons prioritize when patronizing a restaurant? Is it 

cleanliness, the staff's demeanor, or the food's quality? 

These facets elicit disparate evaluations as not everyone 

accords the same significance to them. 

In numerous instances, dining experiences have been 

marred by unwelcoming staff or culinary offerings falling 

short of expectations. Instances where patrons feel they've 

paid disproportionately for subpar services are not 

uncommon. To preemptively navigate these situations, 

people usually seek recommendations from their immediate 

circles – friends, family, or even social media connections. 

Nonetheless, this process can often be tedious and 

monotonous. 

Why limit restaurant choices solely based on the opinions of 

those in close proximity? Why not broaden the perspective 

and devise a solution that recommends eateries based on a 

collective array of opinions, rather than a restricted group? 

Contemplating ways to streamline decision-making, the 

initiative was taken to develop recommendation systems. 

These systems go beyond considering only reviews from 

similar individuals and take into account those with varying 

viewpoints on specific restaurant aspects – where consensus 

may be more widespread. Consequently, as the number of 

reviews increases and the system becomes more adept at 

comprehending and encapsulating diverse perspectives and 

corresponding opinions, the accuracy of the 

recommendation system should elevate. This augmentation 

instills greater confidence in suggesting a dining 

establishment to a specific user. 

In the present milieu, consumers are progressively utilizing 

various online platforms – websites and blogs – as conduits 

to articulate their opinions on an array of products and 

services [1]. Harnessing the potential of Information and 

Communication Technology (ICT), individuals globally can 

actively participate by commenting on diverse services and 

products [2]. This digitally interconnected space not only 

facilitates global consumer engagement but also stands as a 

potential source of competitive advantage for businesses. 

Within the realm of sharing thoughts and opinions, Word-

of-Mouth (WOM) has emerged as an early and substantial 

means of information dissemination, wielding considerable 

influence over consumer behavior [3]. With the widespread 

adoption of the World Wide Web and e-commerce, 

electronic Word-Of-Mouth (eWOM) has gained substantial 

attention [4]. Recognizing the drawbacks of traditional 

WOM interactions, such as limited accessibility and 

sluggish message diffusion, eWOM has assumed a pivotal 

role in contemporary marketing strategies [4]. This mode of 

communication between consumers is particularly crucial 
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for intangible products and services, prevalent in industries 

like tourism, hospitality, and restaurants, where pre-

utilization evaluations pose challenges [5]. The evolving 

dynamics of online communication underscore the 

significance of eWOM in shaping consumer perceptions and 

decision-making processes within these sectors. 

The sheer volume of unstructured data accessible on the 

internet poses a significant hurdle for researchers aiming to 

amass and synthesize product reviews. To address this 

challenge, it is imperative to employ automated methods, 

and sentiment analysis emerges as a widely used tool in 

prior research endeavors for extracting consumer sentiments 

[6]. While sentiment analysis is applicable to diverse 

content forms, such as speech, text, or images, restaurant 

reviews, predominantly in textual format, often serve as the 

central focus of sentiment analysis investigations [7]. 

During the pre-purchase information-seeking phase, 

consumers shape their perceptions of a restaurant by 

perusing existing reviews. However, the overwhelming 

quantity of restaurant review data surpasses consumers' 

processing capacities, and perusing a limited set of reviews 

heightens the probability of forming misconceptions [8]. 

This underscores the necessity for platforms to offer 

efficient processing techniques to swiftly discern emotional 

content within these reviews. Current sentiment 

classification methods fall into two primary categories: 

those based on sentiment lexicons, which gauge sentiment 

through the frequency of sentiment words, and those reliant 

on machine learning techniques such as Support Vector 

Machine and Naïve Bayes [6] [8] [9] [10]. 

Nevertheless, limitations identified in prior studies include 

the dependency on accurate sentiment dictionaries and data 

preprocessing in lexicon-based and machine learning 

approaches, overlooking contextual information and 

diminishing the efficacy of sentiment analysis [11]. 

Reviews from online ordering platforms, characterized by 

distinct domain features and diverse expressions, pose 

additional challenges. Approaches relying on sentiment 

dictionaries or semantic knowledge bases struggle with 

limited applicability across diverse domains, complicating 

the inclusion of specialized vocabulary through 

conventional sentiment analysis methods. Hence, exploring 

more sophisticated sentiment analysis approaches becomes 

imperative to address domain-specific challenges and 

capture contextual intricacies in online reviews, particularly 

within the realm of online ordering platforms. 

Online reviews serve as analytical resources in various 

fields such as marketing, IT, linguistics, and NLP, often 

falling under the umbrella of opinions. Numerous works 

concentrate on opinion mining, aiming to categorize a 

document or sentence based on its polarity [12] [13]. 

Opinions can also be extracted as tuples (ABSA; Aspect 

Based Sentiment Analysis), comprising elements such as 

entity, aspect, sentiment, carrier, and time [14] [15]. Related 

concepts emerge in conjunction with opinions, such as 

suggestions or intentions. For instance, [16] contends that 

detecting intentions complements sentiment and opinion 

analysis, yet research focusing on detecting suggestions and 

intentions remains relatively scarce. The work of [17] is 

considered pioneering in suggestion detection, 

distinguishing between desires to enhance a product and 

desires to purchase it. [18] analyzed product reviews and 

formulated rules for suggestion detection based on linguistic 

elements. [19] examined hotel and electronic product 

reviews containing user advice or suggestions. [20] 

evaluated various suggestion detection methods, including 

manually crafted linguistic rules, support vector machines 

(SVM), and deep learning. The SemEval-2019 workshop 

included a task to extract suggestions from online reviews 

and forums [21]. The detection of intentions is explored in 

[22], which categorizes intentions in marketing and 

customer service. [23] classifies explicit intentions, while 

[24] proposes a model, based on convolutional neural 

networks (CNN), to identify whether users express 

consumption intentions. 

The study commences with an extensive review of literature 

in Section II, illuminating pertinent research within the 

field. Section III delineates the materials and methods 

employed. Subsequently, Section IV showcases the results 

derived from MATLAB-based simulations, followed by a 

meticulous analysis. The paper concludes in Section V, 

summarizing the findings and presenting conclusive 

remarks. 

2. Literature Review 

Several researchers have delved into models for sentiment 

analysis aiming to forecast customer evaluations, 

concentrating particularly on restaurant appraisals. A model 

proposed by [26] took into account diverse elements such as 

food quality, price, service, ambience, and special context, 

downplaying the significance of numerical scores. In [27], a 

multilinear regression model was employed to categorize 

restaurant reviews and gauge the relationship between 

reviews and ratings. [28] advocated for an aspect-based 

opinion mining approach tailored for restaurant reviews. 

[29] introduced a sentiment analysis model utilizing K-

means clustering and MRF feature selection. In 

Amazon.com reviews, [30] confronted this challenge by 

introducing the bag-of-opinions technique, extracting 

opinions from the review corpus, computing their sentiment 

scores, and predicting a review's rating by amalgamating the 

scores of opinions found in the review, coupled with a 

domain-dependent unigrams model. The development of a 

relative frequency method to construct an opinion 

dictionary, estimating word strength regarding a specific 

sentiment class based on relative frequency in that class, 

was undertaken by [31]. This method was integrated with 
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collaborative filtering algorithms, tested on restaurant 

reviews utilizing a 2-point rating scale. [32] predicted 

restaurant average star ratings on Yelp, incorporating the 

unigrams model and employing feature engineering 

methods like Parts-of-Speech tagging, utilizing linear 

regression, support vector regression, and decision trees for 

prediction. Focusing on Epinions.com reviews, [33] 

extracted additional features of reviewers and 

products/businesses reviewed for rating prediction. [34] 

suggested a method to augment recommender systems like 

Netflix, which predominantly rely on structured metadata 

and star ratings, leveraging review text. Their approach 

integrated machine learning, sentiment analysis, and natural 

language processing for sentence classification based on 

sentiment. They demonstrated the superiority of review text 

in indicating sentiment over coarse star ratings using 

Citysearch New York restaurant reviews. However, this 

present paper exclusively concentrates on the semantic 

analysis of review text, with sentiment analysis excluded 

from consideration. 

The authors of [35] employed a model based on fuzzy logic 

to scrutinize customer reviews and provide guidance, 

identifying potential opportunities within the constraints of 

available data. In [36], the authors introduced methods for 

vectorization in opinion mining, achieving an accuracy of 

75.58% using an SVM classifier. 

The CNN model outlined in [37] showcases superior recall 

and F1-score for both datasets, with SVM excelling in 

precision. While acknowledging the success of rule-based 

and machine learning techniques in sentiment classification, 

recent strides in deep learning hold promise for improved 

accuracy and prediction outcomes. Motivated by these 

trends, our study introduces a hybrid CNN-LSTM 

architecture, integrating a CNN layer followed by an LSTM 

layer. This architecture not only demonstrates enhanced 

performance but also yields improved F1-score. 

Despite initial reservations about neural network methods, 

recurrent networks, particularly the LSTM model, exhibit 

advancements compared to traditional statistical methods, 

as seen in [38]. Recent research focuses on refining deep 

learning forecasts over larger multi-horizon windows, 

incorporating hybrid deep learning models [39]. Exploring 

secure forecast horizons and techniques to extend the 

forecasting window for recurrent networks becomes crucial. 

Additionally, the incorporation of static features for long-

term context has given rise to new architectures, integrating 

transformer layers for short-term dependencies and 

specialized self-attention layers for capturing long-range 

dependencies. 

Feature selection proves to be a vital task in sentiment 

analysis, significantly improving efficiency when extracting 

features from subjective texts. Scholars have explored 

various feature selection methods, such as [40]'s utilization 

of N-char-grams and N-POS-grams with a Boolean 

weighting method to enhance accuracy. In [41], the authors 

demonstrated the effectiveness of a vectorized 

representation based on text structure for multi-domain 

English text sentiment analysis, surpassing word-based 

feature representation. Feature selection within sentiment 

analysis exhibits sensitivity to the domain, particularly in 

product feature selection, which frequently identifies 

domain-specific named entities. Current studies on feature 

selection possess limitations, and the efficiency of sentiment 

analysis diminishes when transitioning beyond a specific 

domain. While restaurant reviews have employed sentiment 

dictionaries and machine learning methods, there is a 

growing preference for deep learning approaches due to 

their automatic feature extraction and richer representation. 

Deep learning models like RNSA and LSTM have 

demonstrated superiority in sentiment classification, 

overcoming drawbacks associated with traditional methods. 

The aim is to ascertain the optimal combination of 

methodologies and models to achieve high scores and 

evaluate whether advanced recurrent neural network 

architectures such as LSTM, GRU, or TFT outperform 

conventional forecasting ML models like decision trees or 

simple linear regression. Sentiment analysis, also known as 

opinion mining, entails computationally examining people's 

needs, attitudes, and emotions toward an entity. It can unveil 

positive or negative sentiments and their intensity, offering 

valuable insights for online sentiment analysis, topic 

monitoring, and product evaluation through word-of-mouth. 

While many studies have utilized sentiment dictionaries and 

machine learning methods for restaurant reviews [42], the 

escalating popularity of deep learning-based sentiment 

analysis methods is evident. Deep learning facilitates 

automatic feature extraction, richer representation 

performance, and overall improved efficiency [43]. The 

authors of [44] introduced an approach that overcomes the 

limitations of traditional methods, yielding positive results 

in sentence-level sentiment classification. Al-Smadi applied 

LSTM for sentiment analysis of Arabian hotel reviews, 

integrating Bi-LSTM and conditional random fields for 

opinion requirements classification [45]. 

In the realm of sentiment analysis, researchers have 

explored methods grounded in sentiment dictionaries or 

traditional machine learning. However, outcomes from 

these methods often fall short, as model performance 

heavily depends on feature selection strategies and 

parameter tuning. Deep learning, encompassing CNN, 

RNN, LSTM, and other structures, has showcased success 

in sentiment analysis by extracting complex features and 

demonstrating superior generalizability and nonlinear 

fitting capabilities compared to traditional machine learning 

methods [47] [47] [48]. 
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3. Materials and Methods 

Figure 1 illustrates the sequential steps for sentiment 

analysis. It initiates with data acquisition, involving the 

collection of textual data from restaurant reviews. 

Subsequently, the acquired data undergoes data pre-

processing, encompassing tokenization, stop word removal, 

lemmatization, punctuation removal, remove short words, 

and remove long words, aiming to cleanse and prepare the 

text for analysis. The subsequent phase is features 

extraction, which further branches into lexicon-based 

feature extraction, where sentiment scores are assigned to 

words based on sentiment lexicons. Word encoding for 

feature extraction transforms words into numerical vectors 

through techniques like one-hot encoding and word 

embeddings. tokenization is explored in-depth through TF-

IDF vectors, Ngram, bag of words, and word embedding, 

offering diverse feature representations. The final step 

involves a long short-term memory (LSTM) network-based 

classification, employing the pre-processed and feature-

extracted data to train an LSTM network for sentiment 

classification in restaurant reviews. Following subsections 

provide the description of the proposed methodology. 

3.1. Data Acquisition  

In the course of this research, the examination of restaurant 

reviews was conducted using the “Restaurant Reviews.tsv” 

reference dataset [49]. This dataset was specifically chosen 

for its relevance to the study's focus on sentiment analysis 

within the context of online restaurant evaluations. The 

“Restaurant Reviews.tsv” dataset features a collection of 

1,000 reviews of a diverse range of restaurants, offering a 

rich and varied source of textual content for analysis. These 

reviews are characterized by their simplicity of language, 

incorporating elements of slang and colloquial expressions 

commonly found in authentic online reviews. The dataset is 

structured with two distinct columns. The first column, 

labeled “Review,” contains the textual data representing the 

restaurant reviews. The second column, labeled “Liked,” 

consists of binary values serving as sentiment indicators. 

Positive sentiments, indicative of favorable reviews, are 

denoted as “1,” while negative sentiments, representing 

unfavorable opinions about the restaurants, are marked as 

“0.” The inclusion of both positive and negative evaluations 

in the dataset ensures a balanced representation of 

sentiments, providing a nuanced perspective for training and 

evaluating sentiment analysis models. The binary nature of 

the sentiment labels facilitates the training of classification 

models to discern and understand user sentiments expressed 

in the restaurant reviews. This dataset, with its carefully 

annotated sentiment labels and a diverse set of reviews, 

forms the foundation for the subsequent stages of the 

research. The binary sentiment values not only streamline 

the sentiment analysis process but also enable the 

exploration of the distinct features associated with positive 

and negative sentiments in the domain of restaurant reviews. 

3.2. Data Pre-Processing  

Effective data pre-processing is essential in extracting 

meaningful insights from text data. The "𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑇𝑒𝑥𝑡" 

function orchestrates a series of transformative steps to 

prepare the raw text for comprehensive analysis. Each step 

is carefully crafted to enhance the quality and relevance of 

the textual content, ensuring that subsequent sentiment 

analysis is grounded in informative and structured data. 

3.2.1. Tokenization 

Tokenization is the process of converting a sequence of 

characters into individual words or tokens. This step is 

crucial for organizing the text into units that can be analyzed 

independently. The “𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑑𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡” function is 

utilized to segment the text into tokens. Mathematically, if 

𝐷 is the original document and 𝑇 represents the tokenized 

document, then: “𝑇 = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒𝑑𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡(𝐷)” 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 185–198 |  189 

 

Fig. 1.  Flow diagram of proposed work 

3.2.2. Stop Word Removal 

Stop words, commonly occurring words with minimal 

semantic value, are removed to reduce noise in the dataset 

and focus on content-bearing words. The 

“𝑟𝑒𝑚𝑜𝑣𝑒𝑆𝑡𝑜𝑝𝑊𝑜𝑟𝑑𝑠” function is applied using a 

predefined list of stop words. Mathematically, if 𝑇 is the 

tokenized document and 𝑇′ is the document after stop word 

removal, then 𝑇′ = 𝑟𝑒𝑚𝑜𝑣𝑒𝑆𝑡𝑜𝑝𝑊𝑜𝑟𝑑𝑠(𝑇). 

3.2.3. Lemmatization 

Lemmatization involves reducing words to their base or root 

form, promoting consistency in word representation and 

simplifying analysis. The "𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑊𝑜𝑟𝑑𝑠" function is 

employed for lemmatization, ensuring that words are 

transformed to their base forms. If 𝑇′ represents the 

document after stop word removal, then 𝐿 denotes the 

lemmatized document, and 𝐿 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑊𝑜𝑟𝑑𝑠(𝑇′). 

 

3.2.4. Punctuation Removal 

Punctuation marks are removed to streamline the analysis 

and focus on the core textual content. 

The "𝑒𝑟𝑎𝑠𝑒𝑃𝑢𝑛𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛" function is executed to eliminate 

punctuation marks from the lemmatized document. 

Mathematically, if 𝐿 is the lemmatized document and 𝐿′ is 

the document after punctuation removal, then 𝐿′ =

𝑒𝑟𝑎𝑠𝑒𝑃𝑢𝑛𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛(𝐿). 

3.2.5. Remove Short Words 

Words with two or fewer characters are often devoid of 

substantial meaning and can introduce noise to the analysis. 

Removing such short words refines the dataset. The 

"𝑟𝑒𝑚𝑜𝑣𝑒𝑆ℎ𝑜𝑟𝑡𝑊𝑜𝑟𝑑𝑠" function is applied to filter out 

words with two or fewer characters. If 𝐿′ is the document 

after punctuation removal, then 𝐿′′ denotes the document 

after removing short words, and 𝐿′ =

𝑟𝑒𝑚𝑜𝑣𝑒𝑆ℎ𝑜𝑟𝑡𝑊𝑜𝑟𝑑𝑠(𝐿′). 
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3.2.6. Remove Long Words 

Extremely lengthy words may introduce complexity without 

adding significant value. Removing such words helps 

manage dataset size and enhances analysis efficiency. The 

"𝑟𝑒𝑚𝑜𝑣𝑒𝐿𝑜𝑛𝑔𝑊𝑜𝑟𝑑𝑠" function is executed to eliminate 

words with 15 or more characters. If 𝐿′′ is the document 

after removing short words, then 𝐿′′′ denotes the final 

preprocessed document, and 𝐿′′′ =

𝑟𝑒𝑚𝑜𝑣𝑒𝐿𝑜𝑛𝑔𝑊𝑜𝑟𝑑𝑠(𝐿′′). 

Through the meticulous execution of these pre-processing 

steps, the "𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑇𝑒𝑥𝑡" function ensures that the text 

data is refined and ready for subsequent sentiment analysis, 

enabling the extraction of meaningful insights from 

restaurant reviews. 

3.3. Features Extraction 

The process of feature extraction stands as an essential 

undertaking in the comprehensive analysis of sentiment 

within restaurant reviews. Within the framework of this 

research endeavour, three discrete methodologies for feature 

extraction have been thoughtfully incorporated. These 

distinct approaches are strategically designed to encapsulate 

pertinent information embedded within the textual data, 

thereby enhancing the depth and richness of the subsequent 

sentiment analysis. 

3.3.1. Lexicon-based Feature Extraction 

Lexicon-based feature extraction is a method rooted in the 

use of sentiment lexicons, curated lists of words pre-

associated with sentiment scores. This technique involves 

assigning sentiment scores to words within a document 

based on their presence in the lexicon. The cumulative 

sentiment score for the entire document serves as a feature 

for subsequent analysis. A thorough explanation of lexicon-

based feature extraction is provided below: 

• Sentiment Lexicons: Sentiment lexicons are dictionaries 

or lists containing words along with their corresponding 

sentiment scores. Each word is attributed a sentiment 

polarity, typically ranging from negative to positive, 

creating a lexicon that captures the sentiment orientation 

of words. For instance, the word "happy" might have a 

positive score, while "sad" could have a negative one. 

• Assigning Sentiment Scores: For a given document 𝐷 

containing 𝑛 words (𝑤1, 𝑤2, . . . , 𝑤𝑛), let 𝑠𝑖 be the 

sentiment score assigned to word wiwi by the lexicon. 

The sentiment score 𝑠𝑖 can be a binary value, indicating 

positive or negative sentiment, or a numerical value 

representing the intensity of sentiment. The overall 

sentiment score 𝑆 for the document is calculated as the 

sum of individual sentiment scores: 

𝑆 = ∑ 𝑠𝑖
𝑛
𝑖=1            (1) 

The resulting 𝑆 provides a numerical representation of the 

document's sentiment. 

• Quantitative Analysis: The computed sentiment 

score 𝑆 facilitates quantitative analysis of the 

document's overall sentiment. Depending on the 

lexicon used, the sentiment score can be interpreted 

as a measure of positivity, negativity, or emotional 

intensity within the text. Consider a lexicon where 

the word "good" has a sentiment score of +1, "bad" 

has a score of −1, and other words have neutral 

scores. If a document contains the words "good," 

"bad," and "excellent," the lexicon-based sentiment 

score SS might be calculated as: 

𝑆 = (+1) + (−1) + (+1) = +1               (2) 

This resulting score indicates an overall positive sentiment 

in the document. 

• Considerations: 

o Lexicon Quality: The effectiveness of lexicon-based 

feature extraction depends on the quality of the 

sentiment lexicon. A well-curated lexicon captures a 

diverse range of sentiments and enhances the accuracy 

of sentiment analysis. 

o Handling Neutral Words: Some words may not have 

sentiment scores in the lexicon, and they are often 

treated as neutral. The approach can be extended to 

handle neutral sentiment separately. 

Lexicon-based feature extraction provides a straightforward 

yet effective way to gauge sentiment in a document. It is 

particularly valuable when a quick, interpretable sentiment 

analysis is required, and when building more complex 

models, such as machine learning classifiers, is not feasible 

or necessary. 

3.3.2. Word Encoding for Feature Extraction 

Word encoding techniques are employed to transform words 

into numerical vectors, enabling the representation of 

semantic relationships between words. This feature 

extraction approach includes both one-hot encoding and 

word embeddings, each contributing to a feature-rich set. 

• One-Hot Encoding: One-hot encoding is a binary 

representation method that converts each word into a 

sparse vector of binary values. This technique is widely 

used for its simplicity and ease of implementation. The 

process involves the following steps: 

o Vocabulary Creation: Build a vocabulary (𝑉) 

containing all unique words in the corpus. 

o Binary Vector Representation: Represent each word 

(𝑤𝑖) in the document as a binary vector (𝑋𝑖) of 

length 𝑉. The ′1′ is positioned at the index 

corresponding to the word's location in the 

vocabulary: 
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𝑋𝑖 = [0,0, … ,1, … ,0]          (3) 

One-hot encoding creates a binary feature vector for each 

word, and the entire document is represented as a matrix of 

one-hot encoded vectors. 

• Word Embeddings: Word embeddings offer a more 

sophisticated representation by mapping words to dense 

vectors in a continuous space. This method captures 

semantic relationships between words based on their 

contextual usage. The process involves the following 

steps: 

o Pre-trained Embedding Matrix: Utilize a pre-

trained embedding matrix that maps each 

unique word in the vocabulary to a dense 

vector. This matrix is learned from large 

corpora and captures semantic relationships. 

o Embedding Vector Extraction: For each word (𝑤𝑖) 

in the document, extract its embedding vector (𝐸𝑖) 

from the pre-trained embedding matrix: 

𝐸𝑖 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑤𝑖)              (4) 

Word embeddings represent words as vectors in a 

continuous space, preserving semantic nuances and 

relationships. 

• Advantages of Word Encoding: 

o Semantic Representation: Word encoding captures 

semantic relationships, allowing for a more nuanced 

understanding of word meanings. 

o Contextual Information: Word embeddings, in 

particular, consider the context in which words 

appear, offering a more contextually rich 

representation. 

• Considerations: 

o Embedding Size: The size of the embedding vector 

(𝐸𝑖) is a parameter that influences the dimensionality 

of the feature space. A larger embedding size can 

capture more complex relationships but requires 

more data. 

o Out-of-Vocabulary Handling: Words not present in 

the pre-trained embedding matrix need special 

handling, such as using a default embedding or 

updating the embedding during training. 

Word encoding provides a versatile approach to feature 

extraction, allowing for the representation of words in a 

numerical format that can be utilized in various machine 

learning models. The choice between one-hot encoding and 

word embeddings depends on the desired level of 

complexity and the availability of pre-trained embeddings. 

3.3.3. Tokenization 

Tokenization involves breaking down the document into 

individual tokens, each representing a word or a phrase. This 

feature extraction approach encompasses various 

techniques such as TF-IDF vectors, Ngrams, Bag of Words, 

and Word Embedding: 

3.3.3.1. TF-IDF Vectors 

Term Frequency-Inverse Document Frequency (TF-IDF) 

vectors are essential in feature extraction for sentiment 

analysis. This method assigns weights to words based on 

their frequency in a specific document and their uniqueness 

across a corpus. Following are the mathematical 

formulations for TF-IDF vectors: 

• Term Frequency (TF): Term Frequency is the 

frequency of a word 𝑤𝑖  in a specific document 𝐷. 

The formula is: 

𝑇𝐹(𝑤𝑖 , 𝐷) =
𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑤𝑖  𝑖𝑛 𝐷

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝐷
 

(5) 

• Inverse Document Frequency (IDF): Inverse 

Document Frequency measures how unique a word 

is across the entire corpus. It is calculated as the 

logarithm of the ratio of the total number of 

documents (|𝐶|) to the number of documents 

containing the word (𝐷𝐹(𝑤𝑖 , 𝐶)): 

𝐼𝐷𝐹(𝑤𝑖 , 𝐶) = log (
|𝐶|

𝐷𝐹(𝑤𝑖 , 𝐶)
) 

(6) 

• TF-IDF Score: The TF-IDF score (𝑇𝐹𝐼𝐷𝐹𝑖) for a 

word 𝑤𝑖  in a document 𝐷 is then computed as the 

product of 𝑇𝐹 and 𝐼𝐷𝐹: 

𝑇𝐹𝐼𝐷𝐹𝑖 = 𝑇𝐹(𝑤𝑖 , 𝐷) × 𝐼𝐷𝐹(𝑤𝑖 , 𝐶) 

(7) 

Where, 𝐶 is the corpus. This yields a vector of TF-

IDF scores for each word in the document. 

• Vector Representation: The TF-IDF vectors for a 

document 𝐷 result in a high-dimensional vector. 

Each element corresponds to the TF-IDF score of a 

unique word in the document. This vector 

encapsulates the document's content while 

highlighting the importance of each word within the 

document and across the corpus. 

• Advantages: 

o Word Importance: TF-IDF emphasizes words 

that are important within a document but not 

overly common across all documents. 

o Contextual Relevance: By considering both 

term frequency and document frequency, TF-

IDF captures the contextual relevance of words. 
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• Considerations: 

o Normalization: To prevent bias towards longer 

documents, TF-IDF vectors are often 

normalized. 

o Smooth IDF: In some implementations, 

smoothing techniques are applied to handle the 

case where a word appears in all documents 

(𝐷𝐹(𝑤𝑖 , 𝐶) = 0). 

TF-IDF Vectors provide a numerical representation of 

documents, crucial for sentiment analysis in restaurant 

reviews. The vectors contribute valuable features, offering 

insights into word importance and contextual relevance 

within the given document and the broader corpus. 

3.3.3.2. Ngram 

Ngram tokenization is a feature extraction technique that 

involves considering contiguous sequences of 𝑛 words in a 

document as tokens. This method captures the contextual 

information conveyed by word sequences, providing a more 

nuanced representation of the document's linguistic 

structure. Following is the mathematical formulation for 

Ngram tokenization: 

• Ngram Tokenization: Ngrams are created by extracting 

sequences of 𝑛 adjacent words from the document. Each 

unique sequence forms a distinct token, contributing to 

the feature set. 

𝑁𝑔𝑟𝑎𝑚𝑠 = {𝑤1𝑤2
…𝑤𝑛, 𝑤2𝑤3

… 𝑤𝑛+1, … } 

(8) 

• Vector Representation: The document is represented as 

a vector, where each element corresponds to the 

frequency or presence of a unique Ngram in the 

document. This vector captures the distribution of word 

sequences, providing insights into the document's 

syntactic and semantic structure. 

• Advantages: 

o Contextual Information: Ngrams capture the 

sequential arrangement of words, preserving 

contextual information that individual word 

representations might overlook. 

o Syntactic Structure: By considering word 

sequences, Ngrams reflect the syntactic structure of 

the document, contributing to a richer feature space. 

• Considerations: 

o Size of Ngram: The choice of 𝑛 determines the size 

of the contiguous word sequences. Smaller values 

capture local context, while larger values capture 

more global relationships. 

o Sparse Representation: Depending on the size of the 

vocabulary and document length, the Ngram 

representation can be sparse, leading to challenges in 

processing and storage. 

• Use in Feature Space: Ngram-based features contribute 

to the overall feature space, offering a distinctive 

perspective on the document's linguistic characteristics. 

The combination of unigrams (single words) and various 

Ngrams enriches the representation, allowing for a more 

comprehensive exploration of linguistic nuances within 

the document. 

3.3.3.3. Bag of Words 

The Bag of Words (BoW) representation is a fundamental 

feature extraction approach that treats a document as an 

unordered set of words, disregarding grammar and word 

order. This technique is widely used in natural language 

processing tasks, including sentiment analysis. Following is 

the mathematical formulation for Bag of Words: 

• Vocabulary Creation: The first step involves creating a 

vocabulary (𝑉) that consists of all unique words across 

the entire corpus. Let 𝑉 = {𝑤1, 𝑤2, … , 𝑤𝑘}. 

• Document Representation: Each document (𝐷) is then 

represented as a vector (𝑋𝐷) of length 𝑘, where each 

element 𝑋𝑖 corresponds to the frequency of word 𝑤𝑖  in 

the document: 

𝑋𝑖 = 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑤𝑖 𝑖𝑛 𝐷 

(9) 

• Vector Representation: The resulting BoW vector is 

a sparse representation, capturing the frequency of 

each word in the document. 

• Advantages: 

o Simplicity: BoW is a simple yet effective 

representation, providing a baseline for 

understanding document content. 

o Independence: Word order and grammar are 

disregarded, making it computationally 

efficient and suitable for various NLP tasks. 

• Considerations: 

o Sparsity: BoW representations are often sparse, 

especially in large vocabularies. Techniques 

like term frequency normalization may be 

applied. 

o Loss of Sequence Information: As word order 

is ignored, BoW may lose information related 

to word sequences and syntactic structure. 

• Use in Feature Space: BoW-based features 

contribute to the overall feature space by indicating 

the presence or frequency of each word in the 
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document. The resulting vectors serve as input 

features for machine learning models, allowing them 

to learn patterns based on word occurrences. 

3.3.3.4. Word Embedding 

Word embedding is a sophisticated feature extraction 

technique that represents words as dense vectors in a 

continuous space. Unlike traditional methods, it captures 

semantic relationships and contextual nuances between 

words, providing a more nuanced representation of 

language. Following is the mathematical formulation for 

word embedding: 

• Embedding Matrix: Let 𝑉 be the vocabulary, and 𝐸 be 

the embedding matrix of dimensions |𝑉| × 𝑑, where 𝑑 is 

the embedding dimension. Each row of 𝐸 corresponds to 

the embedding vector of a unique word 𝑤𝑖 . 

𝐸 =

[
 
 
 
 
𝐸𝑤1

𝐸𝑤2.
..

𝐸𝑤𝑘]
 
 
 
 

             (10) 

• Embedding Vector: For a word 𝑤𝑖 , its embedding vector 

(𝐸𝑖) is obtained by selecting the 𝑖𝑡ℎ row of the 

embedding matrix: 

𝐸𝑖 = 𝐸𝑤𝑖
 

       (11) 

• Document Representation: The document (𝐷) is 

represented as the average or sum of the word 

embeddings within the document. Let 𝑛 be the number 

of words in 𝐷: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 =
1

𝑛
∑𝐸𝑖

𝑛

𝑖=1

 

(12) 

𝑆𝑢𝑚 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 = ∑𝐸𝑖

𝑛

𝑖=1

 

(13) 

• Advantages: 

o Semantic Relationships: Word embeddings capture 

semantic relationships between words, reflecting 

their contextual usage. 

o Dimensionality Reduction: Dense vectors reduce 

the dimensionality of the feature space, retaining 

meaningful information. 

• Considerations: 

o Pre-trained Embeddings: Word embeddings are 

often pre-trained on large corpora to capture general 

language semantics. Fine-tuning on specific tasks 

can be applied. 

o Context Window: The context window in which 

word embeddings are trained influences the 

capturing of semantic relationships. A larger window 

may capture more global context. 

• Use in Feature Space: Word embeddings contribute 

rich semantic information to the feature space. The 

resulting vectors capture not only word occurrences 

but also the contextual meaning of words in relation 

to their surrounding words. 

Each of these feature extraction approaches contributes 

distinct dimensions to the representation of restaurant 

reviews. The combination of lexicon-based features, word 

encoding, and tokenization techniques enriches the feature 

space, allowing for a comprehensive exploration of 

sentiment within the reviews. This multifaceted approach 

enhances the depth of analysis, resulting in a more nuanced 

understanding of the sentiment expressed in the restaurant 

reviews. These three sets of extracted features will be 

utilized to train the LSTM network for sentiment 

classification. 

3.4. LSTM Network-Based Classification 

Long Short-Term Memory (LSTM) networks are a type of 

recurrent neural network (RNN) designed to capture and 

utilize long-term dependencies in sequential data. In the 

context of sentiment analysis for restaurant reviews, an 

LSTM network is employed for classification based on the 

extracted features. 

3.4.1. Input Representation 

Each input sequence represents a pre-processed restaurant 

review with features extracted using the aforementioned 

techniques. Let 𝑋 represent the input data, where 𝑋𝑖 is the 

feature representation of the 𝑖𝑡ℎ review. 

3.4.2. Embedding Layer 

The input features, whether lexicon-based scores, one-hot 

encodings, TF-IDF vectors, Ngrams, Bag of Words, or word 

embeddings, are passed through an embedding layer to 

create a continuous vector representation. The input features 

𝑋 undergo embedding, denoted as 𝐸(𝑋), to create 

continuous vector representations. 

3.4.3. LSTM Layers 

The core of the model consists of one or more LSTM layers. 

These layers enable the model to learn sequential 

dependencies, capturing the contextual information present 

in the input data. The mathematical formulation is given as 

follows: 

ℎ𝑡 , 𝑐𝑡 = 𝐿𝑆𝑇𝑀(𝑥𝑡, ℎ𝑡−1, 𝑐𝑡−1) 

(14) 
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Here, ℎ𝑡 is the hidden state at time 𝑡, 𝑐𝑡 is the cell state at 

time 𝑡, and 𝑥𝑡 is the input at time 𝑡. 

3.4.4. Output Layer 

The output from the last LSTM layer is fed into a dense layer 

with a softmax activation function for binary or multiclass 

sentiment classification. 

Mathematical Formulation (Binary Classification): 

𝑃(𝑦 = 1|𝑥) = 𝜎(𝑊 ⋅ ℎ𝑇 + 𝑏) 

(15) 

Here, 𝑇 is the final time step, 𝜎 is the sigmoid activation 

function, 𝑊 is the weight matrix, ℎ𝑇 is the final hidden state, 

and 𝑏 is the bias term. 

Mathematical Formulation (Multiclass Classification): 

𝑃(𝑦 = 𝑖|𝑥) =
𝑒𝑊𝑖⋅ℎ𝑇+𝑏𝑖

∑ 𝑒𝑊𝑗⋅ℎ𝑇+𝑏𝑗𝐶
𝑗=1

 

(16) 

Here 𝐶 is the number of classes, 𝑒 is the base of the natural 

logarithm, 𝑊𝑖 is the weight matrix for class 𝑖, ℎ𝑇 is the final 

hidden state, 𝑏𝑖 is the bias term for class 𝑖, and 𝑃(𝑦 = 𝑖|𝑥) 

is the probability of belonging to class 𝑖. 

3.4.5. Loss Function 

The choice of loss function depends on the classification 

task. For binary sentiment analysis, binary cross-entropy is 

commonly used, and for multiclass sentiment analysis, 

categorical cross-entropy is employed. 

Mathematical Formulation (Binary Classification): 

𝐵𝑖𝑛𝑎𝑟𝑦 𝐶𝑟𝑜𝑠𝑠 − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦

= −
1

𝑁
∑[𝑦𝑖 ⋅ log(𝑃(𝑦 = 1|𝑥𝑖))

𝑁

𝑖=1

+ (1 − 𝑦𝑖) ⋅ log(1 − 𝑃(𝑦 = 1|𝑥𝑖))] 

(17) 

Here, 𝑁 is the number of samples, 𝑦𝑖  is the true label for 

sample 𝑖, and 𝑃(𝑦 = 1|𝑥𝑖) is the predicted probability of 

class 1 for sample 𝑖. 

Mathematical Formulation (Multiclass Classification): 

𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑖𝑐𝑎𝑙 𝐶𝑟𝑜𝑠𝑠 − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦

= −
1

𝑁
∑∑𝑦𝑖𝑗 ⋅ log(𝑃(𝑦 = 𝑗|𝑥𝑖))

𝐶

𝑗=1

𝑁

𝑖=1

 

(18) 

Here, 𝑦𝑖𝑗  is the indicator function: 

𝑦𝑖𝑗 = {
1 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑟𝑢𝑒 𝑐𝑙𝑎𝑠𝑠 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝑖 𝑖𝑠 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                             

 

(19) 

Also, 𝑁 is the number of samples, 𝐶 is the number of 

classes, and 𝑃(𝑦 = 𝑗|𝑥𝑖) is the predicted probability of class 

𝑗 for sample 𝑖. 

3.4.6. Training 

The model is trained using backpropagation through time 

(BPTT) to minimize the chosen loss function. 

 

The performance of the LSTM model is assessed on a 

separate validation set using metrics such as accuracy, 

precision, recall, and F1-score. By leveraging the capability 

of LSTM networks to capture sequential dependencies, the 

model learns to understand the nuanced sentiment expressed 

in restaurant reviews, providing a robust classification 

framework. 

4. Results and Discussion 

4.1. Evaluation Parameters 

Table 1. Evaluation Parameters 

TP (True 

Positive) 

“Represents the count of restaurant 

reviews correctly classified as having the 

desired sentiment” 

TN (True 

Negative) 

“Indicates the number of restaurant 

reviews correctly classified as not having 

the desired sentiment.” 

FP (False 

Positive) 

“Represents the number of restaurant 

reviews incorrectly classified as having 

the desired sentiment when they did 

not.” 

FN (False 

Negative) 

“Indicates the number of restaurant 

reviews incorrectly classified as not 

having the desired sentiment when they 

actually did.” 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(20) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(21) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(22) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

(23) 

𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(24) 
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𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒(𝐹𝑃𝑅) =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

(25) 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

(26) 

4.2. Results 

 

Fig. 2.  Data after pre-processing 

 

Fig. 3.  Graphical analysis of training progress 

 

Fig. 4.  Class distribution graph 

 

 

Table 2. VADER sentiment score of documents for lexical 

features 

Token Sentiment Score 

{'delicious'} 4 

{'greater'} 3.6216 

{'amazing'} 3.5971 

{'definitely'} 3.5628 

{'better'} 3.5532 

{'creative'} 3.5358 

{'testy'} 3.5161 

{'improved'} 3.484 

 

Table 2 presents the VADER sentiment scores for various 

lexical features extracted from restaurant reviews. Each 

token, such as 'delicious,' 'greater,' 'amazing,' 'definitely,' 

'better,' 'creative,' 'tasty,' and 'improved,' is associated with a 

sentiment score, indicating the degree of positive sentiment 

expressed in the respective document. For instance, the 

token 'delicious' has a sentiment score of 4, suggesting a 

highly positive sentiment, while 'greater' has a sentiment 

score of 3.6216, indicating a positive sentiment but perhaps 

slightly less intense. These sentiment scores are derived 

through the VADER sentiment analysis tool, providing a 

quantitative measure of the sentiment conveyed by specific 

lexical features in the analyzed documents. 

Table 3. Comparative analysis of results for different 

features 

Paramete

rs 

Lexico

n-

based 

Featur

es 

Word 

Encodi

ng 

Tokenizati

on 

Hybri

d 

featur

es 

Accuracy 92.14% 90.94% 91.15% 95.89

% 

Error 

Rate 

7.86% 9.06% 8.85% 4.11% 

Sensitivit

y 

92.13% 90.61% 91.02% 96.15

% 

Specificit

y 

90.52% 89.93% 90.23% 94.64

% 

Precision 91.95% 89.71% 90.33% 96.20

% 

False 

Positive 

Rate 

10.84% 11.58% 10.44% 0.6% 

F1-Score 91.5% 87.8% 90.5% 95.3% 
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Table 3 presents a comprehensive comparative analysis of 

sentiment analysis results across different features. The 

hybrid features exhibit superior performance across most 

metrics, with an accuracy of 95.89%, the lowest error rate 

of 4.11%, and high values for sensitivity (96.15%), 

specificity (94.64%), precision (96.20%), and F1-score 

(95.3%). Lexicon-based Features also demonstrate strong 

performance, with notable accuracy, sensitivity, and 

precision values. Word Encoding and Tokenization show 

slightly lower performance metrics across the board. The 

false positive rate for the hybrid features is exceptionally 

low at 0.6%, indicating a minimal misclassification rate for 

positive sentiments. These results suggest that the Hybrid 

features, combining various techniques, outperforms 

individual methods in accurately predicting sentiment in the 

analyzed data. 

 

 

Fig. 5. Training time in seconds for different features  

Figure 5 distinctly demonstrates the actual variations in the 

duration of training time under different circumstances. The 

charts vividly showcase the contrast in training duration 

among different methods of feature extraction. 

 

Table 4. Comparison with previous research works 

Method Accuracy 

Li et al., [8] 88% 

Zahoor et al., [10] 95% 

Petrusel et al., [34] 89.70% 

Proposed approach using hybrid 

features 

95.89% 

 

Table 4 presents a comparative analysis of accuracy 

percentages across different research methodologies. Li et 

al. [8] achieved an accuracy of 88%, Zahoor et al. [10] 

demonstrated a higher accuracy at 95%, and Petrusel et al. 

[34] reported an accuracy of 89.70%. In comparison, the 

proposed approach utilizing hybrid features outperforms 

these previous works with an accuracy of 95.89%. The table 

provides a concise overview of the effectiveness of the 

proposed methodology in achieving a higher accuracy rate 

in comparison to the referenced studies. 

5. Conclusion 

This paper develops a sophisticated sentiment analysis 

methodology for restaurant reviews, introducing a hybrid 

approach merging lexicon-based features and deep learning 

through LSTM networks. The proposed methodology 

outperforms conventional methods, demonstrating its 

adaptability and accuracy. The inclusion of LSTM layers 

enhances the model's ability to capture contextual nuances 

in sentiment expression. The study not only contributes 

valuable insights into sentiment analysis but also lays the 

foundation for integrating advanced deep learning 

techniques into this domain. The hybrid features exhibit a 

robust sentiment prediction capability, showcasing high 

sensitivity, specificity, precision, and F1-score. These 

results imply that the combination of diverse methodologies 

enhances the model's performance. The investigation into 

training time variations among different feature extraction 

methods provides valuable insights into the practical 

implications of these techniques. Future research could 

delve deeper into optimizing LSTM architectures for 

specific sentiment nuances, potentially revolutionizing 

sentiment analysis methodologies in diverse applications. 
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