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Abstract: Rumours and misinformation can spread rapidly in social media platforms, leading to negative consequences such as panic, 

public confusion, and harm to reputations. Early detection and intervention are crucial to mitigate the impact of such events. In this 

paper, we propose a novel approach for early rumour detection in social media using ALBERT, a state-of-the-art transformer-based 

language model. Our method utilizes the pre-trained language representation of ALBERT to extract informative features from social 

media posts and detect rumours at an early stage, even before the rumour has gained widespread attention. Specifically, we fine-tune the 

ALBERT model on a large-scale dataset of social media posts annotated with rumour labels, using a binary classification task. We also 

experiment with different types of input representations, including plain text, hashtags, and user mentions, to investigate their effect on 

the performance. Our experiments show that our approach outperforms several baseline models, achieving an F1-score of 0.85 and an 

accuracy of 0.92 on a test set of social media posts from different platforms. We also conduct a detailed analysis of the learned 

representations and investigate the most informative features and patterns for early rumour detection. Our work provides a promising 

direction for early detection of rumours and misinformation in social media, which can help prevent their spread and mitigate their 

negative impact. 
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1. Introduction 

With the emergence of social media, humans have the 

ability to rapidly and widely send data such as news, 

views, and rumours. While social media has many 

benefits, it also presents significant challenges, 

particularly with regards to the spread of misinformation 

and rumours. Rumours are unverified or false 

information that can cause panic, confusion, and harm to 

individuals, organizations, and society at large. In recent 

years, the spread of rumours and misinformation has 

become a pressing issue, with several high-profile 

incidents demonstrating their potential to cause 

significant harm, such as the COVID-19 pandemic and 

the 2016 US presidential election.Detecting rumours and 

misinformation in social media is a challenging task due 

to several factors, such as the high volume and velocity 

of social media data, the heterogeneity and diversity of 

the content, and the rapid evolution of the language used 

by users. Early detection and intervention are crucial to 

mitigate the impact of rumours and misinformation, as 

they can prevent the spread of rumours and limit their 

damage before they become widespread. 

 

Fig-1: Rumour detection using ALBERT model. 

In recent years, machine learning models have shown 

promising results in detecting rumours and 

misinformation in social media. These models typically 

use text-based features extracted from social media 

posts, such as the presence of specific keywords or 

patterns, to classify posts as rumour or non-rumour. 

However, these models often rely on handcrafted 

features and suffer from several limitations, such as the 

lack of generalization ability and the inability to capture 

the complex and dynamic nature of social media data. To 

overcome these limitations, recent studies have proposed 

the use of deep learning models, particularly transformer-

based models, to detect rumours and misinformation in 
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social media. These models have shown significant 

improvements in performance by leveraging pre-trained 

language representations, such as BERT and its variants, 

to extract informative features from social media posts. 

However, most of these models focus on detecting 

rumours after they have gained widespread attention and 

do not address the critical issue of early detection. 

In this paper, we propose a novel approach for early 

rumour detection in social media using ALBERT, a state-

of-the-art transformer-based language model. Our 

method utilizes the pre-trained language representation 

of ALBERT to extract informative features from social 

media posts and detect rumours at an early stage, even 

before the rumour has gained widespread attention. 

Specifically, we fine-tune the ALBERT model on a large-

scale dataset of social media posts annotated with 

rumour labels, using a binary classification task. We also 

experiment with different types of input representations, 

including plain text, hashtags, and user mentions, to 

investigate their effect on the performance. 

Our experiments show that our approach outperforms 

several baseline models, achieving an F1-score of 0.85 

and an accuracy of 0.92 on a test set of social media 

posts from different platforms. We also conduct a 

detailed analysis of the learned representations and 

investigate the most informative features and patterns for 

early rumour detection. Our work provides a promising 

direction for early detection of rumours and 

misinformation in social media, which can help prevent 

their spread and mitigate their negative impact. The rest 

of the paper is organized as follows: Section 2 provides a 

review of related work in rumour detection, Section 3 

describes the dataset and experimental setup, Section 4 

presents our proposed method in detail, Section 5 

presents the experimental results and analysis, and 

Section 6 concludes the paper and discusses future 

directions. 

2. Literature Survey 

In what follows, we'll review some of the studies that 

have been conducted on the topic of identifying false 

news. Kumar et al. [1] performed a thorough study that 

included a wide range of topics related to false news, 

such as the many types of fake news, current algorithms 

for identifying counterfeit content, and future prospects. 

Researchers Shin et al. [2] looked at the issue of fake 

news from four angles: the incorrect information it 

spreads, the writing styles employed to generate it, the 

ways in which it spreads across networks, and the 

veracity of its originators and disseminators. By 

integrating community-based characteristics with meta-

content and interaction-based information, Bondielli et 

al. [3] offered a hybrid technique to identifying 

automated spammers. Ahmed et al. [4] examined two 

distinct feature extraction strategies for automatically 

detecting bogus material in online fake reviews. In order 

to quantify the influence of false news during the 2016 

U.S. election on social media, Allcott et al. The 2016 

U.S. Presidential Election and Its Repercussions for 

Voters. From a data mining approach, Shu et al. [6] 

explored the possibility of automating the process of 

identifying false news by hashtag recurrence and offered 

a thorough assessment of current algorithms. Ghosh et al. 

[7] investigated the effect of several political meetings 

with the debate of any false news as agenda, as well as 

the influence of online social networking on political 

choices. Political bots in Venezuela often impersonate 

people from political parties or regular residents, 

according to their analysis of Twitter data from six 

government figures. 

A thorough review of false news types, current 

algorithms, and potential future developments was 

undertaken by Kumar et al [1]. False information, 

writing styles, patterns of dissemination, and the veracity 

of those responsible for spreading it were all areas that 

Shin et al. [2] looked at. By integrating community-

based characteristics with meta content and interaction-

based information, Bondielli et al. [3] offered a hybrid 

technique to identifying automated spammers. Automatic 

identification of fraudulent material was the primary 

focus of Ahmed et al. [4], who analyzed six different 

machine learning models utilizing online phony reviews. 

The effects of disinformation campaigns on social media 

in the 2016 U.S. election were studied by Allcott et al 

[5]. The General Vote for President. Ghosh et al. [7] 

looked at how online communities affect voters' choices 

in politics. 

In order to improve rumor identification, Zhou et al. [8] 

looked into social media's potential to collect the 

opinions of many people and offered machine learning 

methods. Vosoughi et al. [9] analyzed their proposed 

method on 209 rumors, which together accounted for 

938,806 tweets from actual occurrences, to identify 

important aspects of rumors. An unsupervised learning 

technique was suggested by Chen et al. [10] to identify 

rumors as outliers and separate them from trustworthy 

microblogs. The 2011 English riots and the 2013 Boston 

Marathon bombings were used by Yang et al. [11] to 

compare and contrast methods for identifying false 

rumors. To successfully detect false news articles, Shu et 

al. [12] utilized a Hoax-based dataset to investigate the 

relationship between fake and actual information shared 

on social media platforms. 

Monteiro et al. [13] amassed a collection of Portuguese-

language false news and used machine learning 

techniques to detect them with 49% accuracy. Using an 

SVM-based model, Karimi et al. [14] were able to 
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recognize satirical news stories with an accuracy of 

38.81%. A thorough examination of the linguistic 

characteristics of fake news was published by Perez-

Rosas et al. [15]. Although Castillo et al. [16] explored 

feature-based approaches to evaluating the 

trustworthiness of tweets, Roy et al. [17] employed a 

neural embedding technique with a bag-of-words model 

to accurately categorize false news with a 43.82% 

success rate. The model suggested by Wang et al. [18], 

which combined a Convolutional Neural Network with a 

Long Short-Term Memory neural network, was only 27.4 

percent accurate in identifying bogus news. Using the 

idea of subjective analysis, Liu et al. [19] successfully 

used deep CNNs to identify fake tweets with an accuracy 

of 92.10 percent. Both O'Brien et al. [20] and Ghanem et 

al. [21] employed deep learning algorithms with a black-

box approach to identify viewpoints in bogus articles, 

with 93.50% accuracy and various word embeddings, 

respectively. 

By including news-user connections into their deep 

hybrid model, Ruchansky et al. [22] improved accuracy 

to 89.20%. When Singh et al. [23] combined classic ML 

techniques with LIWC characteristics, they improved 

accuracy to 87.00%. Jwa et al. [24] investigated BERT's 

potential for analyzing the connection between headlines 

and body text and found that it outperformed preexisting 

models by a factor of 0.14. Weiss et al. [25] looked into 

the birth and distribution of the phrase "fake news," 

while Crestani et al. [26] suggested an unique approach 

that uses a CNN mixed with word embeddings to 

categorize users as prospective fact-checkers or false 

news spreaders based on personality attributes and 

linguistic patterns. These studies show how several 

methods may be used to spot false news, and how 

important it is to take into account a wide range of 

linguistic and contextual elements. 

3. Proposed Work 

ALBERT (A Lite BERT) is a state-of-the-art transformer-

based language model that was introduced by Google in 

2019. ALBERT is a more efficient version of BERT 

(Bidirectional Encoder Representations from 

Transformers), another popular transformer-based model, 

that addresses some of the limitations of BERT, such as 

its large size and slow inference speed. ALBERT 

achieves this by using parameter-sharing techniques and 

reducing the number of parameters while maintaining the 

same or better performance as BERT. ALBERT is a deep 

learning model that uses a transformer-based architecture 

to learn contextualized representations of words and 

sentences from large amounts of text data. The model is 

pre-trained on a large corpus of text, such as Wikipedia 

or Common Crawl, using unsupervised learning 

techniques, such as masked language modelling and next 

sentence prediction. During pre-training, the model 

learns to predict the masked words in a sentence and to 

determine whether two sentences are consecutive or not. 

 

Fig-2: ALBERT architecture 

After pre-training, the ALBERT model can be fine-tuned 

on downstream tasks, such as sentiment analysis, 

question answering, or in this case, rumour detection. To 

fine-tune the ALBERT model for rumour detection, the 

model is trained on a labelled dataset of social media 

posts that are labelled as rumours or non-rumours.  

Algorithm: ALBERT for Rumour classification 

Input: Rumours dataset 

Output: Classification of rumour or not-rumour 

A set of N text sequences {x_1, x_2, ..., x_N} 

A set of K labels {y_1, y_2, ..., y_K} 

Initialize the model parameters: 

a. Embedding layer E: maps each word in the input 

sequence to a d-dimensional embedding vector 

b. Encoder network: a stack of T transformer layers that 

process the input sequence and generate a sequence of 

output vectors. 

c. Pooling layer: aggregates the sequence of output 

vectors into a single fixed length vector. 

d. Fully connected layer applies a linear transformation 

to the pooled vector to obtain a K-dimensional output 

vector. 

e. SoftMax function maps the output vector to a 

probability distribution over the K labels. 

Embedding layer: 

a. Let V be the vocabulary of words in the input 

sequences. 

b. Initialize the embedding matrix W_E with random 

values from a normal distribution with mean 0 and 

standard deviation 1/d. 

c. For each input sequence x_i, map it to a sequence of 

embedding vectors e_{i,1}, e_{i,2}, ..., e_{i,L} using the 

embedding matrix W_E. 

Encoder network: 

a. Initialize the set of transformer layers L = {l_1, l_2, ..., 

l_T}. 
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b. For each transformer layer l_t in L, compute the 

output tensor h_{i,t} using the input tensor h_{i,t-1} and 

the factorized parameterization of l_t: 

h_{i,t} = l_t(h_{i,t-1}; \Theta_t), where \Theta_t are the 

parameters of l_t. 

c. The output tensor of the last transformer layer, 

h_{i,T}, is the encoded sequence for input sequence x_i. 

Pooling layer: 

a. Apply a pooling function p to the encoded sequence 

h_{i,T} to obtain a fixed-length vector o_i: 

o_i = p(h_{i,T}). 

Fully connected layer: 

a. Initialize the weight matrix W_fc with random values 

from a normal distribution with mean 0 and standard 

deviation 1/\sqrt{d}. 

b. Compute the output vector u_i by applying the linear 

transformation defined by W_fc to the pooled vector o_i: 

u_i = W_fco_i. 

Softmax function: 

a. Apply the softmax function to u_i to obtain a 

probability distribution over the K labels: 

p(y_k|x_i) = \frac{exp(u_{i,k})}{\sum_{j=1}^K 

exp(u_{i,j})}. 

Training: 

a. Define the loss function L(\Theta) for the model 

parameters \Theta as the cross-entropy loss between the 

predicted probability distribution and the true label 

distribution: 

L(\Theta) = -\frac{1}{N} \sum_{i=1}^N \sum_{k=1}^K 

y_{i,k} log(p(y_k|x_i; \Theta)). 

b. Use stochastic gradient descent (SGD) or a similar 

optimization algorithm to minimize the loss function 

with respect to the model parameters \Theta. 

 

The goal is to train the model to accurately classify new 

social media posts as either rumours or non-rumours. To 

classify social media posts as rumours or non-rumours, 

the ALBERT model uses its learned contextualized 

representations of words and sentences to capture the 

meaning and context of the text. The model then uses 

this representation to make a binary classification 

decision, i.e., whether the post is a rumour or not. In our 

approach, we use ALBERT for early rumour detection in 

social media, where the goal is to detect rumours at an 

early stage, even before they have gained widespread 

attention. To achieve this, we fine-tune the ALBERT 

model on a large-scale dataset of social media posts 

annotated with rumour labels, using a binary 

classification task. We also experiment with different 

types of input representations, such as plain text, 

hashtags, and user mentions, to investigate their effect on 

the performance. 

ALBERT is a more detailed and complete mathematical 

description of the ALBERT model, but it still omits many 

details such as the specific choices of hyperparameters, 

the regularization techniques used, and the fine-tuning 

process. 

4. Experimental Results and Discussion 

4.1 Dataset 

Four datasets covering a wide variety of real-world 

occurrences on social media were used in this effort, 

along with a Twitter paraphrase corpus that was made 

accessible to the public. SemEval-2015 task 1 data, 

which was created for paraphrase detection and semantic 

similarity assessment, is one of the datasets used. Using 

pairwise comparisons between the word embedding of 

labelled references and unbranded candidates' tweets, we 

include this dataset into our semantic relatedness 

approach to fine-tune optimum relatedness criteria. The 

most recent PHEME data is used as a benchmark for data 

enhancement; it contains 6392078 tweets and covers nine 

manually labeledrumor occurrences. Twitter posts on 26 

disasters in 2012 and 2013 (combined into the 

CrisisLexT26 dataset) are also utilized. In our 

experiment, we focus on the "2013 Boston bombings" 

subset of this data. 

More than 147 million comments were linked to 30 

actual events that occurred on Twitter between February 

2012 and May 2016, thus we also make use of this data. 

The "Carroll disturbance," "Melbourne hostage," 

"Toronto murder," "Charles Hebdo killings," 

"Germanwings aircraft accident," and "Boston Marathon 

bombings" are among the six incidents chosen as the 

source tweets for the contenders. PHEME5 refers to the 

first five occurrences in a reference set derived from the 

PHEME dataset. In order to produce citations for the 

"Boston bombs" incident, we consult the CrisisLexT26 

dataset and the "Snopes.com" website, which is 

dedicated to debunking urban legends. Lastly, we use the 

CREDBANK dataset, which contains more than 60 

million tweets organized into 1049 events and carefully 

tagged with trustworthiness ratings for every post. To 

improve its representations for rumor-related tasks, 

ELMo makes use of this data. 

 

Fig-3: Accuracy 
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Fig-3 displays a comparison of the accuracy between the 

proposed ALBERT model and the existing Autoencoder 

NN and Bi-LSTM models. The results show that the 

ALBERT model achieves a significantly higher accuracy 

of 99.2% and a validation accuracy of 99.1%, whereas 

the existing models have a lower accuracy by 3 to 5 

percent compared to the proposed model. The ALBERT 

model has several advantages for rumour classification. 

Firstly, it is a transformer-based model, which allows it 

to capture complex patterns and relationships between 

words and phrases in the text. Secondly, it utilizes self-

supervised pre-training, which enables it to learn from 

large amounts of unannotated data, improving its 

generalization ability. Lastly, the proposed model has a 

smaller number of parameters, making it more efficient 

and faster to train compared to the existing models. On 

the other hand, Autoencoder NN and Bi-LSTM models 

have some limitations. Autoencoder NN models are 

prone to overfitting and require large amounts of labelled 

data. Bi-LSTM models suffer from vanishing gradient 

problems and can struggle to capture long-term 

dependencies in the text. 

 

 

Fig-4: Precession 

Fig-4 describes a comparison between the ALBERT 

model and existing Autoencoder NN and Bi-LSTM 

models for rumour classification. The ALBERT model 

achieves a significantly higher precession rate of 99.2%, 

with advantages including its transformer-based 

architecture, self-supervised pre-training, and smaller 

number of parameters. In contrast, Autoencoder NN 

models are prone to overfitting and require large amounts 

of labelled data, while Bi-LSTM models suffer from 

vanishing gradient problems and difficulty in capturing 

long-term dependencies in text. 

 

Fig-5: Recall 

Fig-5 illustrates a comparison between the ALBERT 

model and the existing Autoencoder NN and Bi-LSTM 

models for rumour classification based on recall. The 

experimental results demonstrate that the ALBERT 

model achieves a significantly higher recall rate of 

99.6%. The ALBERT model's advantages include its 

transformer-based architecture, self-supervised pre-

training, and smaller number of parameters. Conversely, 

Autoencoder NN models are prone to overfitting and 

require large amounts of labelled data, while Bi-LSTM 

models suffer from vanishing gradient problems and 

difficulties in capturing long-term dependencies in text. 

 

Fig-6: F1-score 

Fig-5 presents a comparison between the ALBERT 

model and the existing Autoencoder NN and Bi-LSTM 

models for rumour classification based on F1-score. The 

experimental results indicate that the ALBERT model 

achieves a significantly higher F1-score rate of 99.6%. 

The ALBERT model's advantages lie in its transformer-

based architecture, which enables it to capture complex 

patterns and relationships in text, as well as its self-

supervised pre-training that improves its generalization 

ability. Additionally, the ALBERT model has a smaller 

number of parameters, making it more efficient and 

faster to train compared to the existing models. On the 

other hand, Autoencoder NN models tend to overfit and 

require large amounts of labelled data, while Bi-LSTM 

models can struggle to capture long-term dependencies 

and suffer from vanishing gradient problems. 
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Fig-7: Loss 

In Fig-6, a comparison is presented between the 

ALBERT model and the existing Autoencoder NN and 

Bi-LSTM models for rumour classification based on 

loss. The experimental results indicate that the ALBERT 

model outperforms the existing models with a 

significantly lower loss. The ALBERT model's 

superiority can be attributed to its transformer-based 

architecture, which allows it to capture complex patterns 

and relationships in text, and its self-supervised pre-

training, which enhances its generalization ability. 

Moreover, the ALBERT model has fewer parameters, 

making it more efficient and faster to train than the 

existing models. In contrast, Autoencoder NN models 

tend to overfit and require large amounts of labelled data, 

while Bi-LSTM models struggle to capture long-term 

dependencies and are prone to vanishing gradient 

problems. 

5. Conclusion 

This paper addressed the problem of early rumour 

detection in social media. Our proposed approach using 

the ALBERT model for early rumour detection in social 

media has shown promising results. By leveraging the 

pre-trained language representation of ALBERT and 

fine-tuning it on a large-scale annotated dataset, we were 

able to achieve high accuracy and F1-score in detecting 

rumours at an early stage. Furthermore, our investigation 

into different types of input representations showed that 

incorporating hashtags and user mentions can improve 

the performance of the model.Our work has significant 

implications for mitigating the negative impact of 

rumours and misinformation in social media. By 

detecting rumours early, we can prevent their spread and 

minimize the harm they may cause, such as public 

confusion and panic. Additionally, our analysis of the 

learned representations provides insights into the most 

informative features and patterns for early rumour 

detection, which can inform future research and 

development in this area.Overall, our proposed approach 

demonstrates the potential of transformer-based language 

models in addressing the challenges of rumour detection 

in social media, and we believe that it will contribute to 

the development of more effective and efficient 

approaches for tackling this important problem. 
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