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Abstract: The exponential growth of the internet technology industry has led users to share their opinions/sentiments through an online 

platform not only in the form of text but also in the form of images, speech, and videos in variety of applications. Researchers are 

focusing on building a sentiment analysis model based on image data, as it offers a more effective method for analyzing sentiments. 

The need is addressed with a model for visual sentiment analysis which uses hybrid feature extraction and fusion-based classification 

method The proposed approach strategically combines the strengths of multiple visual features, selected through the effective Dual 

Moth Flame Optimization (DMFO) model. To effectively leverage the selected features, a   customized Fusion-based Convolutional 

Neural Network (CNN) architecture is specifically designed for visual analysis for multiclass sentiment classification, categorizing 

visual sentiments into positive, negative, and neutral. Our proposed model is superior to existing approaches, as shown by empirical 

evaluations on multiple datasets and achieves outperforming efficiency as compared to existing methods. In addition, the model's 

applicability to real-time scenarios is promising. The approach ensures robust performance and holds promise for applications in social 

media analysis, marketing, user experience assessment which increases the model's adaptability levels. 

Keywords: Visual Sentiment Analysis, Visual Features, Convolutional Neural Networks 

1. Introduction 

Sentiment analysis systems use publicly accessible data to 

analyse user data to understand attitudes, ideas, and trends, 

aiming to gauge opinions and emotional impact on web 

users. The tasks in this study field are both hard and 

practical. It has a wide range of practical applications 

because sentiments [1], [2], [3] are influenced in both 

corporate and social environments. Many human decisions 

rely on user feedback to evaluate a product before 

purchasing it. Individuals and businesses are increasingly 

depending on public opinion to make decisions, thanks to 

the advent of social media (for example, feedback, forums, 

and Facebook and Twitter) [4]. Furthermore, people make 

use of videos and images along with text messages on the 

different social platforms to express themselves [5], [6], 

[7]. The images contain not only semantic content like 

objects or activities but also affect the sentiment 

represented by the exhibited scene. This information is 

crucial for comprehending the emotional impact beyond 

the semantic level. Existing approaches to visual sentiment 

analysis frequently ignore the rich visual information 

embedded in images in favour of textual data [8], [9], [10]. 

While textual analysis techniques provide valuable 

insights, they are incapable of capturing the intricate 

details and subtleties conveyed by visual characteristics. 

This limitation hinders the efficacy and precision of visual 

analysis [11], [12], [13]. 

To address this deficiency, a novel multidomain visual 

sentiment model with fusion-based deep learning is 

proposed for the analysis. Our model aims to overcome the 

limitations of existing approaches by incorporating a wide 

variety of visual characteristics. The Fourier 

Transform(FT), Wavelet Transform(WT), Discrete cosine 

transform(DCT), and Convolutional Transform(CT) are 

utilized to analyze diverse visual characteristics in images. 

The Dual Moth Flame Optimization (DMFO) Model is a 

method that combines inter-class variance maximization 

and intra-class variance minimization to optimize features. 

This intelligent feature selection procedure ensures that 

our model can distinguish between distinct sentiment 

categories while remaining robust against within-class 

variations. In addition, to fully exploit the potential of the 

chosen visual characteristics, a Fusion-based CNN 

architecture that is specifically tailored for visual 

sentiment analysis is designed. This architecture is 

composed of multiple convolutional and pooling layers 

with finely tuned hyperparameters and dropout 

regularization. The traditional Fully Connected Layer is 

replaced by a combination of Naive Bayes(NB), K-

Nearest Neighbour(KNN), Support Vector 

Machine(SVM), Deep Forest(DF), and Logical 

Regression(LR) classifiers. This integration permits 

efficient classification while enhancing the model's 
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interpretability on the CK+, FER2013, and JAFFE 

datasets [14]. The system's goal is to identify the 

polarity—that is, positive, neutral, or negative—of the 

emotion that an image represents [15]. Here are the 

contributions that stand out the most.  

• The development of the model which combines the 

various visual characteristics of images using Fourier 

Transform, Wavelet Transform, DCT, and Convolutional 

Transform. 

• The research introduces a novel method that combines 

the robust capabilities of Dual Moth Flame Optimization 

(DMFO) for feature selection. 

• The development of a Fusion-based Convolutional 

Neural Network (CNN) architecture where the 

conventional Fully Connected Layer is replaced by a 

combination of Naive Bayes, KNN, SVM, Deep Forest, 

and Logical Regression classifiers is used for the 

classification purpose.  

• Our proposed model is superior to existing approaches, 

as evidenced by empirical evaluations conducted on a 

comprehensive datasets & samples.  

• Our model surpasses the most advanced techniques in 

terms of precision, accuracy, recall, and F1-score. 

The organisation of the following sections of the paper is 

as follows: The several sentiment analysis techniques now 

in use will be briefly reviewed in the next section. In 

Section 3, a specialised Fusion-based CNN architecture 

designed for visual sentiment analysis is succinctly 

introduced. Section 4 presents the results of the 

experimental trials. component 5, the final component of 

the paper, contains the conclusion and recommendations 

for further research. 

2. Literature Review 

Existing models for image sentiment analysis have made 

substantial strides in comprehending different sentiments 

for social media data and enhancing quality of levels. 

However, they have limitations that diminish their 

effectiveness and precision levels that can be improved via 

use of different techniques. Using the popular deep 

convolutional neural network Inception-v3 and extra deep 

features, the authors' work [14] enhances image 

classification performance on the FER2013, JAFFE, and 

CK+ datasets. According to the study, the suggested 

approach can achieve a 99.5% accuracy rate. The authors 

[16] suggested a genetic algorithm and Gabor filters. For 

choosing the best features for the SVM, a genetic 

algorithm can be used to optimise the SVM 

hyperparameters. On the CK and CK+ datasets, the 

recognition rate was 94.20% and 94.26% respectively. An 

AlexNet-DCNN model was presented by the authors [17] 

in order to learn characteristics associated with various 

emotion classes. The CK+ and CK dataset has an average 

recognition accuracy of 93.66%. The authors [18] have 

developed an ensemble deep learning algorithm using 

CNN. The proposed technique joins three independent 

sub-networks to create a larger network for emotion 

recognition system called HERO. The influence of kernel 

size and number of filter these two parameters of CNN are 

considered for the classification of FER-2013 dataset and 

the accuracy is explored. In this study as part of the authors 

[19] attempt to create new CNN models. Numerous 

existing methods primarily analyse textual data, such as 

customer reviews and ratings, while ignoring the valuable 

visual information contained in product images. While 

textual analysis provides insight into opinions, it is 

incapable of capturing the subtleties and fine-grained 

details conveyed by visual features. As a result, both the 

comprehensive understanding of opinions of users and the 

capacity to accurately predict sentiments are 

compromised. 

In addition, some models use insufficiently complex 

image representation techniques, such as raw pixel values 

or handcrafted features, to capture the complex visual 

characteristics of an image. These techniques lack the 

ability to extract high-level characteristics and patterns. As 

a result, the representational capacity of these models is 

limited, resulting in suboptimal performance in visual 

analysis tasks [20], [21], [22]. 

In addition, some models use conventional machine 

learning classifiers with fully connected layers, which may 

not fully exploit the representational power of deep 

learning models. In the absence of more sophisticated 

architectures and techniques, models are unable to learn 

complex relationships and capture intricate data patterns, 

resulting in subpar performance in visual sentiment 

analysis tasks [23], [24], [25]. 

Another obstacle is the absence of effective fusion 

strategies for integrating diverse visual characteristics. 

Various domains, such as Fourier Transform, Wavelet 

Transform, DCT, and Convolutional Transform, provide 

distinctive perspectives on the visual content of images. 

Existing models, however, frequently struggle to 

effectively combine these diverse features, resulting in 

suboptimal performance and limited discrimination 

capabilities [26], [27], [28], [31]. 

To improve the performance of visual analysis system 

authors are using Nature-inspired algorithms that can be 

employed for image feature selection to identify a subset 

of pertinent features that enhance precise image 

categorization or analysis [32], [33], [37]. 

Lastly, many existing models lack robustness and 

scalability, especially for real-time scenarios. When 

processing large volumes of data and delivering timely 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 322–332 |  324 

insights to businesses, the computational efficiency and 

speed of the models become crucial. Nevertheless, several 

models suffer from computational bottlenecks, resulting in 

delays that limit their applicability for real-time visual 

sentiment analysis [29], [30], [38]. 

In order to develop more effective models for visual 

sentiment analysis, it is crucial to address these limitations. 

It is possible to improve the accuracy, representational 

ability, and scalability of these models by leveraging 

advanced deep learning techniques, incorporating diverse 

visual features, and designing efficient fusion strategies. 

3. Proposed Methodology 

After briefly reviewing the existing models used for 

identification of sentiments from visual datasets and 

samples, it is noticed that these models are either 

extremely sophisticated or extremely simple. It is evident 

that these models perform less well in large-scale use cases 

or are extremely sophisticated in real-time circumstances. 

This section addresses these concern and discusses the 

advancement of an effective multidomain framework for 

visual sentiment analysis of images using fusion-based 

deep learning technique. As per Figure 1, the proposed 

model that represents visual datasets into multidomain 

feature sets. These features are selected using an efficient 

Dual Moth Flame Optimizer (DMFO), which assists in 

increasing interclass variance, while minimizing intraclass 

variance levels. These features are classified into different 

sentiment classes via an efficient mechanism, which fuses 

CNN with an ensemble set of classifiers.  

To perform multidomain feature analysis, the model 

initially extracts frequency components by applying 

Fourier Transform on the input data samples via equation 

1, 

𝐹(𝑥) = ∑ 𝑥𝑗 ∗ [cos (2 ∗ 𝑝𝑖 ∗ 𝑖 ∗
𝑗

𝑁
) − √−1

𝑁−1

𝑗=0

∗ sin (2 ∗ 𝑝𝑖 ∗ 𝑖

∗
𝑗

𝑁
)]                                    (1) 

Where, x represents intensity levels of pixels for the visual 

datasets, while N represents their cumulative dimensions 

across rows & columns. 

 

 

 

 

 

Fig 1. Design of Proposed Visual Sentiment Analysis 

Process 

This is cascaded with Discrete Cosine Transform, which 

assists in estimating entropy levels via equation 2, 

𝐷(𝑥) =
1

√2 ∗ 𝑁
∗ 𝑥𝑖 ∑ 𝑥𝑗

𝑁

𝑗=1

∗ cos [
√−1 ∗ (2 ∗ 𝑖 + 1) ∗ 𝜋

2 ∗ 𝑁
]        (2) 

Both these features are extended via a 2D Convolutional 

Layer, which uses Leaky Rectilinear Unit (LReLU) to 

activate the visual image pixels and is estimated via 

equation 3, 

𝐶(𝑥) = ∑ ∑ 𝑥(𝑚 + 𝑎, 𝑛 + 𝑏)

2𝑛

𝑏=0

2𝑚

𝑎=0

∗ 𝐿𝑅𝑒𝐿𝑈(𝑥(𝑚 + 𝑎, 𝑛 + 𝑏)) (3) 

Where, 𝑚, 𝑛 represents the 2D Window Dimensions, 

which are varied between 2x2 to 256x256, while 𝑎, 𝑏 are 

similar stride dimensions which are varied between 3x3 to 

9x9 and assist in the extraction of feature sets with a high 

density. The activation function via equation 4 is applied, 

𝐿𝑅𝑒𝐿𝑈(𝑥) = 𝑙𝑎 ∗ 𝑥, 𝑤ℎ𝑒𝑛 𝑥 < 0 , 𝑒𝑙𝑠𝑒 𝐿𝑅𝑒𝐿𝑈(𝑥)

= 𝑥           (4) 

Here l_a represents an augmented factor used to keep 

positive feature value sets. While these features assist in 

representing visual datasets into spatial & frequency 

domains. The Fourier, Cosine and Convolutional 

Components are extended via extraction of Approximate 

& Detail Wavelet Coefficients. This is done via equations 

5 and 6, where input image pixels and their consecutive 

pixels are used for analysis. 

𝑊(𝐴𝑝𝑝𝑟𝑜𝑥)

=
𝑥𝑖 + 𝑥𝑖+1

2
                                                                (5) 

𝑊(𝐷𝑒𝑡𝑎𝑖𝑙)

=
𝑥𝑖 − 𝑥𝑖+1

2
                                                                  (6) 

The need for these features arises from their collective 

ability to provide a holistic understanding of the 

sentiments conveyed in visual data. While each type of 
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feature offers unique insights, their combination enables a 

more comprehensive and accurate sentiment analysis. This 

multidimensional approach is particularly important in 

complex scenarios where sentiments are subtly embedded 

in visual cues across different domains.  

All these features are fused in order to form an augmented 

Visual Sentiment Feature Vector (VSFV), which might 

contain feature-level redundancies. These redundancies 

are removed using novel Dual MFO Model, which assists 

in retaining high variance features via the following 

process, 

• The DMFO Model Initializes an augmented set of 𝑁𝑀 

Moths via equation 7, 

𝑁𝐹

= 𝑆𝑇𝑂𝐶𝐻(𝐿𝑀

∗ 𝑁(𝑉𝑆𝐹𝑉), 𝑁(𝑉𝑆𝐹𝑉))                             (7) 

Where, 𝐿𝑀 represents Learning Rate of the MFO process, 

while 𝑁𝐹 represents total Number of Features extracted 

via stochastic (STOCH) operations. 

• Based on these features, inter-class variance & intra-

class variance is estimated via equation 8 and 9 as 

follows, 

𝐼𝑛𝑡𝑒𝑟𝐶(𝑘) =
1

𝑁 − 1

∗ ∑ (𝑥𝑖(𝑗)

𝑁

𝑖=1

− ∑
𝑥𝑗(𝑘)

𝑁

𝑁

𝑗=1

)

2

                  (8) 

      𝐼𝑛𝑡𝑟𝑎𝐶(𝑘, 𝑙) = |𝐼𝑛𝑡𝑒𝑟(𝑘)

− 𝐼𝑛𝑡𝑒𝑟(𝑙)|                                    (9) 

• Based on this evaluation, Dual Moth Fitness is estimated 

via equation 10, 

𝑓𝑚

=
∑ 𝐼𝑛𝑡𝑒𝑟(𝑖)2𝑁𝐶

𝑖=1

∑ ∑ 𝐼𝑛𝑡𝑟𝑎(𝑖, 𝑗)𝑁𝐶
𝑗=1

𝑁𝐶
𝑖=1

                                                    (10) 

Where, 𝑁𝐶 represents total Number of Classes which are 

used for sentiment analysis. 

• After repetition of the process for 𝑁𝑀 Moths, the 

threshold value for fitness is calculated through 

equation 11, 

𝑓𝑡ℎ

=
1

𝑁𝑀
∑ 𝑓𝑚(𝑖)

𝑁𝑀

𝑖=1

∗ 𝐿𝑀                                                          (11) 

• Moths with 𝑓𝑚 > 𝑓𝑡ℎ are passed to Next Iteration, 

while other are discarded and replaced with New 

Moths via equations 7, 8 and 9, which replicates the 

Moth Flame characteristics. 

• After NI Iterations, this procedure is repeated to create 

new  

Moths, which helps to identify highly variable feature 

set. 

At the end of 𝑁𝐼 Iterations, features with highest Moth 

fitness levels are selected, and used for further 

classification operations. Due to this, the model is able to 

identify features which have higher interclass variance and 

low intraclass variance levels. These features are classified 

via a fusion of CNN and Ensemble classification process. 

This process is represented in figure 2, where the final 

layer of CNN process is replaced with Ensemble 

Classification operations for identification of sentiments. 

 

Fig.2. Design of the Fusion based Classification Process 

The model replaces Fully Connected Neural Network with 

an ensemble classification process is illustrated in Figure 

2. The CNN Model also uses Convolutional, Max Pooling, 

and Drop- out layers in order to improve the feature 

efficiency levels. This is done via equation 12, where 
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Convolutional Operations are applied along with LReLU 

activation process. 

𝐶(𝑝) = ∑ ∑ 𝑝(𝑚 + 𝑎, 𝑛 + 𝑏)

2𝑛

𝑏=0

2𝑚

𝑎=0

∗ 𝐿𝑅𝑒𝐿𝑈(𝑝(𝑚 + 𝑎, 𝑛

+ 𝑏))                  (12) 

Where, 𝑝 are the high variance features which are 

extracted the DMFO process. In order to preserve high 

variance feature sets, the convolutional features are passed 

through an enhanced set of Max Pooling & Dropout layers. 

This process is repeated for different set of layers. Once 

the features pass through multiple layers, then an ensemble 

classification process is used to classify the processed 

features into different sentiment classes. Configurations of 

these classifiers is discussed in Table 1 as follows, 

Table 1. Hyper parameters for different classifiers 

Classifier Parameter Used 

Naïve Bayes Prior Configurations (P) are calculated 

via equation 13, 

𝑃 =
1

𝑁 − 1
∗ ∑ (𝑥𝑖 − ∑

𝑥𝑗

𝑁

𝑁

𝑗=1

)

2

… (13)

𝑁

𝑖=1

 

Smoothing Value (SV) is calculated via 

equation 14, 

𝑆𝑉 =
𝑃

∑
𝑥𝑗

𝑁
𝑁
𝑗=1

… (14) 

Deep Forest Total Forests (TF) are estimated via 

equation 15, 

𝑇𝐹 = 10 ∗ 𝑁(𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠) … (15) 

Split Sample Configuration (SSC) is 

calculated via equation 16, 

𝑆𝑆𝐶 =
𝑁(𝐹𝑒𝑎𝑡)

𝑁(𝐶𝑙𝑎𝑠𝑠𝑒𝑠)
… (16) 

Where, (𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠) 𝑎𝑛𝑑 𝑁(𝐶𝑙𝑎𝑠𝑠𝑒𝑠) 

represents total features estimated by the 

convolutional layers and sentiment 

classes present in the datasets & their 

respective samples. 

kNN k=5, for single feature mapping during 

classification operations 

Logistic 

Regression 

Tolerance of Error (E), is estimated via 

equation 17, 

𝐸 =
0.01

𝑁(𝐶𝑙𝑎𝑠𝑠𝑒𝑠)
… (17) 

Number of Iterations (NI) is estimated via 

equation 18, 

𝑁𝐼 = 10 ∗ 𝑁(𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠) … (18) 

Support 

Vector 

Machine 

Level of Regularization (C) is calculated 

via equation 19, 

𝐶 =
1

𝑁(𝐶𝑙𝑎𝑠𝑠𝑒𝑠)
… (19)  

Tolerance of Error (𝑡𝑜𝑙 = 0.0001) 

The output of each classifier is estimated individually, and 

based on this output the final sentiment class is evaluated 

via equation 20, 

𝑐(𝑜𝑢𝑡)

= 𝐴(𝑁𝐵) ∗ 𝐶(𝑁𝐵) + 𝐴(𝐷𝐹) ∗ 𝐶(𝐷𝐹) + 𝐴(𝑘𝑁𝑁)

∗ 𝐶(𝑘𝑁𝑁) + 𝐴(𝐿𝑅) ∗ 𝐶(𝐿𝑅) + 𝐴(𝑆𝑉𝑀)

∗ 𝐶(𝑆𝑉𝑀)                                                    (20) 

Where, 𝐶 represents the output class, while 𝐴 represents 

the testing accuracy of different models & processes. The 

model can distinguish between various sentiment classes 

with a high level of efficiency based on this evaluation 

method. This model's performance is estimated using 

different efficiency metrics and in next section, they are 

compared with conventional models. 

4. Experimental Results Analysis and 

Comparison 

The proposed model in order to identify different visual 

sentiments from images uses a combination of 

multidomain features, Dual Moth Flame Optimization for 

feature selection and fusion-based CNN which fuses CNN 

with ensemble classification operations.  

4.1. Dataset Description 

The literature contains a large number of datasets for 

sentiment analysis of images. The datasets listed below are 

used for the research: Using a number of datasets facial 

expression are studied including the CohnKanade Dataset 

(CK+) [34], the JAFFE dataset [35], and the FER2013 

dataset [36]. The FER2013 dataset consists about 35,887, 

48 x 48-pixel grayscale images from which 28,709 were 

used for training and 3589 were used for testing [36]. The 

JAFFE dataset was assembled by staff psychologists from 

Kyushu University for their studies. They used Japanese 

women models to construct the dataset which contains 

facial expression with variations. For a collection this size, 

there aren't nearly enough frontal images in JAFFE (213 

of 10 persons) [35]. CK+ [34] is a commonly used 

investigator database that includes seven gestures for 123 

different individuals. It had 593 picture data with subjects 

that reflected the seven key emotional categories. For this 

work, out of different emotional categories considering 

angry, disgust as negative sentiment category, happy as 

positive and neutral. The system's main objective is to 

determine the polarity, or whether a face expression is 

positive, neutral, or negative, in an image. The sample of 

the dataset is given below. 
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Fig.3 Datasets sample [14]. 

4.2 Evaluation Metrics 

The model's performance was assessed using Precision 

(P), Accuracy (A), Recall (R), and F1-score (F1) 

equations. 21, 22, 23 & 24 as follows, 

𝑃

=
𝑡𝑝

𝑡𝑝 + 𝑓𝑝

                                                                                    (21) 

𝐴

=
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛

                                                                  (22) 

𝑅

=
𝑡𝑝

𝑡𝑝 + 𝑓𝑛

                                                                                     (23) 

𝐹1

=
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
                                                                                (24) 

Where, 𝑡𝑝, 𝑓𝑝, 𝑡𝑛 & 𝑓𝑛 represent values for true & false 

rates. To evaluate the potential performance of the Fusion-

based CNN, the outcomes are contrasted with numerous 

existing machine learning models. 

4.2. Results analysis and comparison 

The proposed model designed for Visual sentiment 

analysis outperforms well on the following observations 

shown below: The very first observation is how the feature 

selection plays an important role in the design of system. 

Figure 4 presents accuracy percentages for different 

methods of feature selection when Moth flame 

optimization (MFO)is applied as feature selection, without 

MFO(WMFO) i.e. when no feature selection was applied 

and when proposed DMFO applied which is the improved 

version of MFO which includes the concept of increasing 

interclass variance, while minimizing intraclass variance 

levels on three datasets: CK+, FER2013, and JAFFE.  

When no feature selection was used i.e. WMFO the model 

achieves 94.2% accuracy on CK+, 67.2% on FER2013, 

and 85.8% on JAFFE. When MFO was used the model 

achieves 97.5% accuracy on CK+, 71.5% on FER2013, 

and 89.4% on JAFFE.  When DMFO was used the model 

achieves 99.5% accuracy on CK+, 73.5% on FER2013, 

and 90.85% on JAFFE. The accuracy consistently 

improves across the three methods, with DMFO-Fusion 

Based CNN achieving the highest accuracy. Figure 4 

shows the model outperforms well when the novel Dual 

MFO is used for feature selection when compare with base 

Moth Flame Optimization (MFO) is used and when it is 

not used i.e. without MFO (WMFO). 

 

Fig.4 Performance comparison of optimization proposed 

model 

The other observations is when performance of model was 

compared with different machine learning algorithms and 

also with proposed visual sentiment classification models 

like Gabor filters [16], AlexNet-DCNN[17], Inception V3 

based model [14], Resnet101[18], CNN[19] and showcase 

high performance levels.A graphic illustration of the 

comparison is shown in Fig.5,6,7. Well-known machine 

learning techniques including LR, KNN, NB, SVM, DF 

and ensemble model all are used to assess the accuracy, 

F1-score, precision and recall values of the suggested 

model. Every machine learning model is evaluated using 

the FER2013, CK+, and JAFFE to gauge their level of 

performance. Our Fusion-based CNN model outperforms 

various other machine learning methods in terms of 

performance.  
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Fig 5: Comparative analysis of machine learning models 

with the Fusion-based CNN for CK+ dataset 

Figure 5 presents a comparative examination of machine 

learning models using the fusion-based CNN on the CK+ 

dataset. The LR model demonstrates a satisfactory overall 

performance, with a balanced precision and recall. On the 

other hand, the KNN model exhibits competitive accuracy 

but somewhat lower precision, suggesting the possibility 

of misclassifications. The Support Vector Machine (SVM) 

demonstrates strong performance in all evaluation metrics, 

exhibiting a favourable equilibrium between precision and 

recall. The Naive Bayes (NB) classifier achieves good 

accuracy, although there is a minor disparity between 

precision and recall. The Decision Forest (DF) model 

performs well, albeit slightly lower than SVM and NB in 

terms of accuracy. The ensemble model surpasses the 

individual models by a significant margin, highlighting the 

efficacy of combining diverse classifiers. Lastly, the 

Fusion-based Convolutional Neural Network (CNN) 

achieves exceptional performance across all metrics, 

underscoring the potency of deep learning with fusion 

strategies.  

 

Fig 6: Comparative analysis of machine learning models 

with the Fusion -based CNN for FER2013 dataset. 

Figure 6 presents a comparative analysis of machine 

learning models using the Fusion-based CNN for the 

FER2013 dataset. The results show that LR (Logistic 

Regression) achieves moderate accuracy with balanced 

precision and recall. KNN (K-Nearest Neighbours) 

performs similarly to LR, with a trade-off between 

precision and recall. SVM (Support Vector Machine) 

achieves slightly higher accuracy and balanced precision-

recall. NB (Naive Bayes) exhibits lower accuracy with a 

trade-off between precision and recall. DF (Decision 

Forest) performs well with balanced precision-recall, 

similar to SVM. The ensemble model outperforms 

individual models, indicating the effectiveness of 

combining different classifiers. The Fusion Based CNN 

achieves the highest accuracy among individual models, 

demonstrating the power of deep learning with fusion 

strategies. 

 

Fig 7: Comparative analysis of machine learning models 

with the Fusion- based CNN for JAFFE dataset. 

Figure 7 presents a comparative analysis of machine 

learning models using the Fusion-based CNN for the 

JAFFE dataset. The LR model demonstrates moderate 

accuracy with balanced precision and recall. The KNN 

model exhibits higher accuracy with balanced precision-

recall. The SVM model achieves higher accuracy and 

balanced precision-recall. The NB model shows good 

overall performance with a balance between precision and 

recall. The DF model performs well with balanced 

precision-recall. The ensemble model outperforms 

individual models, indicating the effectiveness of 

combining diverse classifiers. Finally, the Fusion based 

CNN model achieves the highest accuracy among all  
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Fig 8. Comparative analysis of existing work with the 

Proposed model for CK+ dataset. 

models, showcasing the power of deep learning with 

fusion strategies. 

As per figure 8 it was determined that the proposed 

framework exhibited better accuracy for CK+ dataset 

when compared with different existing models Gabor 

filters [16], AlexNet-DCNN[17], Inception V3 based 

model [14] . Here, Inception V3 has commendable 

accuracy, although encounters challenges in maintaining 

balanced precision and recall. This indicates potential  

obstacles in effectively managing specific classes or 

patterns within the data. The Proposed Model exhibits 

robustness in attaining a high level of accuracy while 

simultaneously preserving a balanced level of precision 

and recall. This demonstrates the successful acquisition of 

useful features and the design of an effective model 

structure. 

 

Fig 9. Comparative analysis of existing work with the 

Proposed model for FER2013 Dataset 

Figure 9 shows The accuracy of Inception V3 and the 

Proposed Model is similar, but the Proposed Model has 

slightly superior precision and recall because to the 

potential incorporation of ensemble approaches or fusion 

strategies, which combine the capabilities of numerous 

models to enhance overall performance.  

 

Fig 10. Comparative analysis of existing work with the 

Proposed model for JAFFE Dataset. 

As per figure 10, it was determined that the Proposed 

model exhibited better accuracy for JAFFE dataset when 

compared with different existing models Gabor filters 

[16], Resnet101[18], Inception V3 based model [14]. Both 

Inception V3 and the Proposed Model exemplify the 

efficacy of deep learning in image classification problems, 

attaining superior accuracy and enhanced overall 

performance in contrast to conventional approaches. This 

research makes a substantial contribution to the field of 

sentiment analysis by introducing a novel, efficient, and 

robust multidomain visual sentiment analysis model. The 

innovative use of DMFO for feature selection, combined 

with a customized CNN architecture, positions this work 

as a significant advancement in harnessing the power of 

image data for understanding user sentiments. 

Table 2: Performance Results 

Dataset 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

CK+ 99.5 94.1 92.9 92.6 

FER2013 73.5 70.1 71.4 72.9 

JAFFE 90.85 90.1 89.4 89.4 

A thorough representation of the performance indicators is 

shown in Table 1. This table presents the findings of a 

study that used an image sentiment analysis model that 

combines several visual features and employing an 

effective Dual Moth Flame Optimisation (DMFO) Model 

for feature selection. Furthermore, to enhance 

interpretability and classification performance, a unique 

CNN architecture is built and coupled with a set of 

classifiers. The three distinct datasets are analysed CK+, 

FER2013, JAFFE which achieve 99.5%, 73.5% and 

90.85% of accuracy. Despite its lower size, the CK+ 

dataset consistently yields the best results across all 

research. Similarly, the others evaluation parameters are 

also considered like precision, recall and F1 score and the 

fusion-based CNN exhibited better recall, precision and 
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F1-score values making it highly suitable to a wide range 

of situations of high-scalability real-time classification 

scenarios. 

5. Conclusion and Future Scope 

In this paper, an efficient multidomain model for visual 

sentiment analysis using fusion-based deep learning 

technique is proposed. The shortcomings of existing 

models in capturing and accurately representing the 

diverse visual properties of product images is addressed. 

Combining multiple visual features using an efficient Dual 

Moth Flame Optimization (DMFO) Model for feature 

selection, our model overcomes these limitations. In 

addition, a custom fusion-based CNN architecture for 

visual sentiment analysis and integrated it with a group of 

classifiers to improve interpretability and classification 

performance is designed. 

Multiple empirical dataset and sample evaluations 

demonstrated the superiority of our Fusion based CNN. It 

outperformed previous techniques by achieving about 

99.5%, 73.5% and 90.85% of accuracy on CK+, FER2013, 

JAFFE datasets. Due to its capacity to capture and 

represent multidomain visual features, the model's 

applicability to real-time scenarios is promising. Using our 

proposed model, businesses can efficiently analyse 

product feedback and make well-informed decisions 

regarding product enhancements. 

Even though our model represents a significant advance in 

visual sentiment analysis, there are numerous avenues for 

future investigation and development such as extending 

the evaluation on more extensive and diverse datasets can 

provide a more thorough understanding of its performance 

across a variety of domains. It can be advantageous to 

investigate and implement advanced fusion strategies 

beyond the ensemble of classifiers. Also, exploring and 

developing more advanced feature selection techniques 

may improve the efficiency and efficacy of capturing 

pertinent visual features. By investigating these avenues, 

researchers can advance the field of visual sentiment 

analysis, allowing users to gain deeper insights of visual 

contents which can subsequently improve the analysis of 

the opinions of the user reviews. 
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