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Abstract: Presently, Heart Disease (HD) stands as the foremost global cause of mortality, and the anticipation of cardiovascular ailments 

demands sophisticated expertise and experience. In recent times, healthcare establishments have turned to Internet of Things (IoT) 

technology to amass sensor data for detecting and prognosticating heart disease. The rapid generation of big data analysis is a formidable 

task of gathering and analysing large volumes pose a challenge to prompt action and uncovering latent value during critical situations. 

However, disease prediction remains challenging due to feature dimension. So the problem is non related feature analysis leads poor 

accuracy in precision and recall rate. To address this issue, we introduced an Optimized Deep Convolutional Neural Network (ODCNN) 

for accurate heart disease prediction. Furthermore, accuracy can be achieved by utilizing a dataset on heart disease obtained from Kaggle. 

Moreover, we implemented a Decision Tree (DT) method to estimate the impact ratio of HD prediction. Similarly, the Decision 

Function-Based Chaotic Salp Swarm (DFCSS) algorithms is used to select features based on their ranking to achieve an optimal feature 

set. Finally,  the ODCNN based classifier is used to predict the heart disease more accurately. Furthermore, the proposed framework can 

illustrate precision, recall, true positive rate, and F-measure as performance evaluation parameters. The simulation results indicate that 

our approach attains a classification accuracy of 94.47% on the heart disease dataset. 

Keywords: Big data analysis, HD, industrial IoTs, ODCNN, DFCSS, and healthcare prediction. 

 

1. Introduction  

Heart disease is one of the leading causes of death worldwide and 

a major socioeconomic problem. Moreover, well-defined types of 

HD include arterial, cerebrovascular disease, radial artery disease, 

and fetal. Further, an estimated 17.9 million people worldwide die 

each year from HD and its consequences, accounting for more than 

80% of deaths from HD and stroke. Similarly, heart attacks and 

strokes occur when the blood supply to the heart is blocked [1].  

Moreover, these health disorders impact individuals of all ages 

due to lifestyle changes and are the primary cause of various 

symptoms. As well, wearable sensors in computers are utilized to 

gather vital signs. Furthermore, they can be integrated with data 

from clinical databases to facilitate practical analysis and 

prediction. Consequently, the healthcare industry has presented 

that IoT and Machine Learning (ML) are highly relevant [2]. 

Similarly, big data analytics play an essential role in predicting 

future health conditions, which can lead to better health outcomes 

for people. ML techniques can be manipulated to find the best 

outcomes through multiple predictive analyses. Likewise, Big 

Data Analytics predicts future health based on health parameters 

and provides optimal results [3]. 

However, medical records have become one of the most essential 

means of retrieving relevant patient health records in medical 

servers and databases. These address the potential privacy and 

security issues of IoT. Therefore, due to the complexity of HD, it 

is necessary to use drugs with caution. Furthermore, transitioning 

to these medications may jeopardize the heart or result in early 

death. Nevertheless, it had little information regarding the goals 

or specifications for utilizing IoT [4]. 

Nevertheless, severe HD can also impair heart function and result 

in consequences like blood vessel dysfunction and coronary 

artery infections. However, these automated methods can be 

laborious because they can't analyze vast volumes of data or 

require large amounts of data. Age, smoking, high blood 

pressure, cholesterol, low blood pressure, and poor hygiene are 

risk factors for heart disease [5]. 

The contributions in this section propose that ODCNN provides 

accurate predictions for heart disease patients by processing cardiac 

disease datasets. Afterward, the DT method is suggested for 

estimating the cardiovascular disease prediction influence ratio. 

Further, the DFCSS algorithm can be employed for selecting optimal 

features and attaining the best feature set based on ranking. By 

leveraging big data management and industrial IoT architecture, 

ODCNN can be used for accurate assessment of heart disease. 

__________________________________________________________________________________________ 

1,2,3,4,5Department of Electronics and Communication Engineering, 

Sreenidhi Institute of Science & Technology, Hyderabad-501301, 

Telangana, India, 
1Email:satyanarayana.a@sreenidhi.edu.in , 
2Email:spvsubbarao@sreenidhi.edu.in, 
3Email:lvrchaitanya@sreenidhi.edu.in 

,4Email:shrutibhargava@sreenidhi.edu.in 

,5Email:abhishek@sreenidhi.edu.in 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(20s), 800–807  |  801 

 
Fig. 1. The Architecture Diagram for Big Data Management Analysis 

Based on Heart Disease Prediction 

Figure 1 describes the big data management analysis and 

architecture diagram of IOT for predicting HD impact rate, 

feature selection, and classification accuracy based on heart 

disease prediction. The Optimized Deep Convolutional Neural 

Network (ODCNN) model. To train and evaluate the ODCNN, to 

utilize a comprehensive heart disease dataset obtained from 

Kaggle. Additionally, we employ a Decision Tree (DT) method 

to assess the impact ratio of heart disease prediction. 

Furthermore, we incorporate the Decision Function-Based 

Chaotic Salp Swarm (DFCSS) algorithm for feature selection, 

which ranks features based on their importance and selects an 

optimal feature set. The selected features are then fed into the 

ODCNN classifier for heart disease prediction. The performance 

of the proposed framework is evaluated using various metrics, 

including precision, recall, true positive rate, and F-measure. 

Extensive simulation results demonstrate the effectiveness of our 

approach, achieving a remarkable classification accuracy of 

94.47% on the heart disease dataset. 

2. Literature Survey 

IoT-driven Big Data Analytics (BDA) facilities and Demand-Side 

Management (DSM) engines can collaborate smartly with 

consumers in trusted businesses [6]. 

According to that, smooth edge L1 normalized Support Vector 

Machine (SVM) classifiers are designed to choose salient features 

and manage extensive dimensional data. However, ensuring 

protection is crucial to encourage participation and adherence to 

data privacy [7].Therefore, they suggest DL-based frameworks 

and improved systems to predict HD. Similarly, selective 

Modified Deep Long-Short-Term Memory (MDLSTM) can 

identify normal and abnormal cardiac diagnostic features [8]. 

Furthermore, the impact evaluation programs that use EHR-based 

ML algorithms can use advanced SVM classifiers to enhance 

parameter tuning and performance accuracy [9]. Accordingly, 

surface Data Mining (DM) procedures can be used to identify IoT 

devices in the healthcare industry. Further, the big data 

technology of DM appears from the perspective of processing 

large volumes of complex data [10]. 

Table 1. Healthcare Big Data Analysis in IoT 

Author/Ref.No Year Methods Drawback 

A A, Dahan [11] 2023 Cuckoo Search 

Algorithm 

(CSA) 

However, there are various 

difficulties in rapid monitoring 

and diagnosis when using these 

methods. 

Sulagna 

Mohapatra [12] 

2024 Artificial Neural 

Network (ANN) 

Manually analyzing massive 

and heterogeneous patient data 

is complex and error-prone. 

Khan M. F [13] 2021  SVM However, technology is 

essential for existing healthcare 

systems to provide real-time 

patient data and transform 

patient care. 

Ma W [14] 2023 Big Data- However, managing big data 

Particle Swarm 

Optimization 

(BD-PSO) 

effectively and capably is 

becoming increasingly difficult. 

Ed-daoudy [15] 2019 Decision Tree 

(DT) 

The rapid rate of data 

generation makes collecting 

and analyzing large amounts of 

data difficult. 

 

As described in Table 1, the authors clearly explain the 

techniques and pitfalls that arise when using big data 

management for healthcare analysis in IoT. 

Accordingly, a big data prediction analysis, microwave antenna 

design technology, and microwave communication for IoTs can 

be combined in various aspects. Furthermore, the function of all 

elements of IoT in DM, communication, and networking are 

determined [16]. 

Similarly, based on their resolution IIoT sensors can use ML to 

manipulate detailed data and deploy healthcare systems. 

Furthermore, a parallel program designed for controlled real-time 

and efficient processing can be distributed [17]. 

Accordingly, smart environments with large-scale and small-

scale IoT applications in distributed efficient processing can be 

developed and evaluated by manipulating various DM 

techniques. An overview of large systems in IoT environments 

can be presented to emphasize the importance of DM [18]. 

According to their emphasis, database technologies such as 

storage, structure, management, and application processing 

methods, including DM technologies, can be used to analyze 

clinical data [19]. 

Moreover, mentioned that analyzing scientific literature maps 

trends in the healthcare industry within the IoT-BDA paradigm. 

Afterward, the IoT-BDA paradigm is required for organizing, 

impacting, and implementing IoT-based designs in healthcare 

services [20] 

Table 2.Prior Heart Disease (HD) Prediction Using Big Data Analysis 

Ref. No Year Technique Method 
Achieved 

Result 

21 2023 Deep learning 

(DL) 

 Levy Flight – Convolutional 

Neural Network (LV-CNN)  

91% 

22 2023 DL Squirrel Search-Optimized 

Gradient Boosted Decision 

Tree (SS-GBDT) 

93% 

23 2022 DL Deep Graph Convolutional 

Network (DG-ConvoNet) 

89% 

24 2020 ML Deep Neural Networks (DNN) 90% 

25 2023 ML K-Nearest Neighbour, 91.26% 

 

Table 2 illustrates the techniques, methods, and precision results 

used for predicting heart disease through big data analysis [34]. 

It is possible to integrate clinics, patients, and investors to shift 

from clinic-focused care to healthcare that is focused on the 

patient. Inappropriately, due to insufficient and ineffective 

healthcare services, managing the healthcare needs of a growing 

population with chronic illnesses is becoming more and more 

difficult [26]. 

According to that, it provided a deterministic Internet of Things 

framework to manage healthcare [35] in an increasingly complex 

manner, which can evaluate HD data with a specially Modified 

Deep Neural Network (ODCNN). The acquired sensor data can 

be classified as normal or pathological using the ODCNN 

approach [27]. 

 

Result 

Identify the 

Impact 

Ratio 

Feature 

Selection 

Herat Disease 

Dataset  
Classification 

https://www.sciencedirect.com/topics/computer-science/convolutional-neural-network
https://www.sciencedirect.com/topics/computer-science/convolutional-neural-network
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The Chaotic Biogeography-Based Optimisation Information 

Entropy (CBO-IE) method is a data clustering utilized for 

organizing healthcare IoT datasets[36]. By leveraging data 

entropy, the CBO-IE method effectively and accurately 

distributes data points within a dataset, leading to improved 

clustering outcomes [28]. 

Similarly, monitoring medication therapy in cardiac patients 

using Deep Learning-Modified Neural Networks (DLMNN) can 

offer insights into IoT-centric diagnosis. However, diagnosing 

HD is challenging due to its diverse symptoms and characteristics 

[29]. 

After analyzing their resolutions, it is possible to predict HD and 

prevent its occurrence based on current HD data evaluation. 

However, it causes various problems such as cholesterol, 

diabetes, heart and other organ damage [30]. 

3. Proposed Methodology 

The content of this section discusses the application of ODCNN 

for accurate prediction of heart disease in patients. By processing 

heart disease datasets, ODCNN can provide accurate and reliable 

predictions for individuals with heart disease. Furthermore, the 

DT method is recommended to estimate the impact ratio of HD 

prediction. They enable big data management to understand the 

factors that contribute most to the prognosis of heart disease. 

After that, the DFCSS algorithm selects the optimal features and 

finds the best feature set based on the ranking. These are also the 

most relevant factors to improve the accuracy of predictions. 

Thus, ODCNN can be effectively used for accurate prediction 

and management of HD, leading to better patient outcomes and 

improved healthcare management. The proposed framework for 

heart disease prediction using the ODCNN model consists of the 

following steps: 

 

Fig. 2. The Proposed Architecture Diagram for ODCNN 

 

The design's proposed architecture diagram can be assessed using 

techniques like DD, DFCSS, and ODCNN as shown in Figure 2. 

Further, these techniques may facilitate understanding big data 

management to classify the most significant factors in predicting 

heart disease prediction and provide accuracy. However, the 

application of DCNNs in heart disease prediction using non-

image data, such as clinical records, has not been extensively 

studied. 

1. Data Preprocessing: The heart disease dataset is 

preprocessed to handle missing values, outliers, and data 

normalization. 

2. Feature Selection: The Decision Function-Based Chaotic 

Salp Swarm (DFCSS) algorithm is employed for feature 

selection. The DFCSS algorithm ranks features based on their 

importance and selects an optimal feature set. 

3. ODCNN Model Architecture: The ODCNN model is 

constructed using a series of convolutional layers, pooling 

layers, and fully connected layers. The convolutional layers 

extract features from the input data, while the pooling layers 

reduce the dimensionality of the feature maps. The fully 

connected layers are used for classification. 

4. Training and Optimization: The ODCNN model is trained 

using the Adam optimizer and the cross-entropy loss function. 

The model is trained on the training set and evaluated on the 

validation set. 

5. Performance Evaluation: The performance of the ODCNN 

model is evaluated using various metrics, including precision, 

recall, true positive rate, and F-measure 

Deep Convolutional Neural Networks (DCNNs) have achieved state-

of-the-art results in various image recognition tasks. Their ability to 

extract hierarchical features from images makes them suitable for 

medical image analysis, including heart disease diagnosis 

3.1 Dataset 

Different mathematical analyses, statistical variables, and 

multivariate numerical data are recommended for handling HD 

prediction in this context. Furthermore, the database comprises 76 

features, utilizing a subset of 14 of the characteristics published 

in all studies. The primary purpose of this HD dataset is to predict 

whether an individual has HD based on their characteristics and 

to provide a diagnostic task. 

Table 3. Heart Disease Prediction Dataset 

 
 

In Table 3, the HD prognostic dataset aids in predicting and 

diagnosing HD prognosis. It encompasses features such as CP-

chest pain type, chol-cholesterol in mg/dl, FBS-fasting blood 

sugar, thal-maximal heart rate achieved, ca-number of great 

vessels stained by fluoroscopy (0-3), and thal-normal. 

3.2 Decision Tree (DT) 

This section uses the DT algorithm to assess the HD impact rate of 

evaluation parameters such as performance and processing time. 

Similarly, the binary split-initiated partitioning process continues 

until no further split is possible. Further, the DT algorithm divides 

each node of the recursive partition with or without a hierarchical 

generation process. Their separation is determined by parameters 

such as gini impurity and entropy. Likewise, a consistent measure of 

node-level label measures the impact ratio for HD based on node 

purity. Moreover, a tree-structured DT algorithm can be created to 

determine the characteristics of the internal node dataset. The tree 

branches can generate the development of each leaf node by defining 

decision rules. 

Algorithm 1. DT 

Input: 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑑𝑎𝑡𝑎𝑠𝑒𝑡W, attribute R 

Output: 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑡𝑟𝑒𝑒(𝑊) 

Start 

 If W is𝑁𝑢𝑙𝑙, then 

 

Result 

Heart Disease 

Dataset 

Input data Identify Impact Ratio 

using DT 

Feature Selection 

Using DFCSS 

Classification Using 

ODCNN 
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   𝑅𝑒𝑡𝑢𝑟𝑛 Defeat 

    End if 

 If R is N then 

   𝑅𝑒𝑡𝑢𝑟𝑛 𝑅ℎ(𝑊) 

    End if 

  If |𝑅| = 1 

   Return 𝑊𝑠𝑛(𝑅) 

     End if 

Step 1: Compute the set tree {} 

 For each 𝑥 ∈ 𝑅 do 

𝑆𝑒𝑝(𝑥,𝑊)&𝑆𝑝𝑝(𝑥,𝑊) = 0                   (1) 

Step 2: Compute the entropy 

 For each 𝕧 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝑥,𝑊) do 

Step 3: Compute the set as a subset tree attribute. 

𝐼𝑜(𝑥, 𝑤)+=
𝑤𝑥,𝑢

𝑤𝑥
𝒞(𝑥𝓊)                                                                 (2) 

𝑆𝑝𝑝(𝓍,𝑊)+=
𝓌𝓍,𝓊

𝒲𝒳
𝑙𝑜𝑔

𝕨𝕩,𝔲

𝑤𝑥
                                                         (3) 

End for each 

𝓂(𝑥,𝑤) = 𝐶(𝑥) − 𝐼
𝑜(𝑥,𝓌)                                                        (4) 

𝐼𝑀𝑆(𝑥, 𝑤) =
ℐ𝓂𝒮(𝓍,𝓌)

𝑆𝑝𝑝(𝑥,𝑤)
                                                                 (5) 

End for each 

Step 4: Established 𝑋𝒷ℯ𝓈𝓉 = 𝓍𝓂(𝐼𝑀𝑆(𝑥, 𝑤)) 

Step 5: Assign 𝐴𝑏𝑒𝑠𝑡(𝑇) 

 For each 𝕧 ∈ 𝑉𝑎𝑙𝑢𝑒𝑠(𝑋𝒷ℯ𝓈𝓉 ,𝒲) do 

End for each 

Return 𝑊 

 End  

The impact rate of node contamination can be estimated by 

assessing the integrity of node-level labels. Let’s assume N-null 

value, 𝑆𝑒𝑝 −set information, 𝑊𝑠𝑛 −single node, 𝑆𝑝𝑝 −split 

information, 𝐼𝑜 −information, 𝑀 −gain, 𝐼𝑀𝑠 −impact gain ratio, 

𝐶(𝑥) −entropy, R-entropy of attribute, q-class label, e-number of 

class, x-entropy, W-set tree, u-value. 

 

 
Fig. 3. Flow Chart for Decision Tree 

 

Figure 3 shows that this DT model can be utilized to organize 

data and constructed using a recursive section. Similarly, dataset 

members can be split into subgroups based on some element, and 

these split subgroups are further subdivided until a certain depth 

is achieved. 

3.3 Decision Function-Based Chaotic Salp Swarm (DFCSS) 

In this section, the best feature range can be selected using the 

DFCSS algorithm based on the feature selection process. 

Moreover, the learning process can be accelerated and made more 

effective by utilizing the DFCSS method to identify and eliminate 

numerous irrelevant features. Similarly, the chaos map used in 

the DFCSS method can reduce the dimensionality of the data and 

accommodate random and chaotic variables. Furthermore, 

utilizing the DFCSS method for feature selection helps specify 

the swarm behavior of program layers and estimate appropriate 

weighting factors. 

Improve the position of the leader of the remaining salps, as 

depicted in Equation 6. Let’s assume 𝑏𝑝
1 −leader position,  

p-dimension, 𝑣𝑦𝑝  &𝒪𝑦𝑝 −lower and upper boundary value, 

𝑑𝑝 −denote food position, 𝑠1, 𝑠2, 𝑠3 −random number. 

𝑏𝑝
1 = 𝑊{

𝑑𝑝 + 𝑠1([𝑣𝑦𝑝 − 𝒪𝑦𝑝]𝑠
2 + 𝑜𝒴𝒫)  𝑆3 ≥ 0

𝒹𝓅 − 𝒮1([𝓋𝓎𝑝 −𝕆𝓎𝑝]𝓈
2 + ℴ𝓎𝓅)  𝒮3 < 0

                 (6) 

The remaining salps move ahead of the leader chain and become 

updated followers. Further, the balance between mining and 

exploration can be estimated by optimizing the remaining salps to 

select the leader's position, as shown in Equation 7.  Where w-

present iteration, W-extreme amount of iteration, l-time, 

𝛼 𝑎𝑛𝑑 𝛽0 −initial speed denoted,  

{
 
 

 
 𝑆1 = 2𝑐

−(4𝑤 𝑊⁄ )
2

𝐵𝑝
𝑞
=

1

2
𝛼𝒪2 + 𝛽0(𝑞) 

 ℬ𝓅
𝓆
=

1

2
(𝒷𝓅

𝓆
+𝔹ℙ

𝕢−1
)

                                                     (7)  

Equation 18 shows the coefficient improved chaos map estimate. 

R1 decreases linearly over iterations, and r3 determines if the 

next level should go to negative infinity or positive infinity. The 

r1 and r2 are crucial for enhancing salp posture. These advantages 

can enhance the effectiveness of swarm algorithms. 

𝑠2 = Ψ2                                                                                       (8)               

The updated salp level is estimated from the chaotic map shown 

in Equation 9. Furthermore, it can also be predicted that if the 

variable is 1, select the equivalent feature, and if the value is 

equal to 0, there is no set function. Each solution has different 

properties and lengths, where B is assumed to be a number 

between 0 and 1. Where  Ψ𝑤 −choatic map, B-slap. 

𝐵1(𝑝) = {
𝑑𝑝 + 𝑠1([𝑣𝑦𝑝 − 𝒪𝑦𝑝] Ψ

𝑡 + 𝑜𝒴𝒫)  Ψ
𝑤 ≥ 0

𝐹𝑖 − 𝑟1([𝓋𝑦𝑝 − 𝑜𝓎𝑝] Ψ
𝑡 + ℴ𝓎𝓅) Ψ

𝓌 < 0
                (9)                            

Equation 12 evaluates each agent's move from one continuous, 

binary location to another. Let's assume a Y-arbitrary number, R-

solution. 

𝐵𝑝
𝑤 = {

1    𝑖𝑓 (𝑅(𝑏𝑝
𝑠) ≥ 𝑦)

0     𝒪𝓉𝓀ℯ𝓇𝑤𝒾𝓈ℯ      
                                                     (10) 

The solution with the lowest fitness value is chosen as the best 

solution. Optimum feature selection enhances accuracy and 

minimizes the necessary features. The best solution is determined by 

ranking these features to create an ideal feature set and selecting the 

fitness value. The fitness function in Equation 11 can also calculate 

all solutions and feature weighting factors. Let's assume the 

𝐷𝑑 −fitness function, 𝒯𝒹 −weight factor, L-length, 𝐴𝑐𝑐 −feature 

accuracy, 𝑙𝑡 −total number of features, 𝑙𝑓 −select feature length,  

T-weight factor, y-bias value, h-number of features. 

𝐷𝑑(𝑎) = (
𝓂𝒶𝓍(𝒯𝒹×𝒜𝔠𝔠+(1−𝑇𝒹)×(1−

ℴ𝑑
𝒪𝒹
))           

∑ 𝑇𝑝𝑎𝒫+𝒴
ℎ
𝑝=1                                                 

)                             (11) 

The model salp position is chosen and updated once each salp's 

fitness has been evaluated. This procedure is iterated until the 

best possible resolution is achieved. 
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Fig. 4. Flow Chart Diagram for DFCSS 

As illustrated in Figure 4, the flowchart diagram of DFCSS 

allows optimizing the followers by updating the activation state 

and calculating the fitness function to estimate the weighting 

coefficients of features 

3.4 Optimized Deep Convolutional Neural Network 

(ODCNN) 

In this context, the proposed ODCNN in IoT architecture could 

be utilized to assess HD accurately. Each chosen feature could 

also be inputted into the ODCNN classifier for processing. The 

ODCNN method can be implemented to assign approximate 

values to the weights associated per input. The weight vectors of 

all linked input nodes can be multiplied by the input value to 

determine the basis for adding nodes to the hidden layer. 

Furthermore, the backpropagation process can be enhanced at the 

base of the ODCNN method to obtain the results of random 

weight values. Activation functions are used to transform the 

output of this layer to their specified states. 

The assortment of the input can be estimated after choosing an 

equal weighting of the eigenvalues, as shown in Equation 12. 

Furthermore, the activation function can be evaluated with weight 

factors.  Let’s assume, the D-Input value, T-weight value, p-

value, h-chosen features weight, and G-summed 

value. 𝐸𝑝 −Specifies the exponential value, 𝑥𝑠
𝑝
−activation 

function, 

𝑑(𝑎) =

{
 
 

 
 
𝐷𝑇𝑝 = {𝐷𝑡1,𝒟𝓉2,, 𝔻𝔱3,, … ,𝔇𝓉ℎ,}    

𝐺 = ∑ 𝐷𝑝𝑇𝓅ℎ
𝑝−1

{
 𝑥𝑠
𝑝
= 𝐸𝑝(∑ 𝐷𝒫𝑇𝓅ℎ

𝑝=1 )

ℰ𝒫 = 𝒞
−𝒟𝓅

2

                       (12)                          

 As stated in Equations 13 and 14, the output layer 

returns the value of the output layer neuron obtained by summing 

the weights of all input signals and calculating the value of the 

output unit to determine the value of the output hidden layer 

neuron. Where 𝑆𝑝 −output unit, 𝐿𝒫 −output layer, 𝒯𝔭 −weight of 

hidden layer, 𝑦𝑝 −bias value, 𝑇𝑝 −imout weight, 𝑏𝑝 −hidden 

layer, 𝐶𝑠 −error signal, 𝐹𝑝 −output target. 

𝐷 = {
𝑏𝑝 = 𝑦

𝓅 + ∑ℰ𝑝 𝒯
𝕡

𝑆𝑝 = 𝑦𝑝 +∑𝐿
𝒫 𝒯𝔭

                                           (13)                                                                                                                                     

𝐶𝑠 = 𝐹𝑝 − 𝑠𝑝                                                                             (14) 

The output unit and target values are compared to calculate the 

relative error. Using these errors, the values can be computed to 

send output errors to all other units in the network. The weight 

correction can be achieved through the backpropagation 

algorithm described in Equations 15 and 16. Where 𝛿𝑝 −error 

value, 𝛼 -denotes momentum,  𝑇𝑒𝑝 −weight correlation, 

𝛿𝑝 −error network. 

𝛿𝑝 = [𝒞
𝓈(𝒹[𝒮𝓅])]                (15) 

𝑇𝑒𝑝 = 𝛼𝛿𝑝[𝐷𝒫]                                                                          (16) 

Similarly, it transmits output errors to all other network units. 

Moreover, the activation function can efficiently transfer the 

weight vector from the input node to the output layer. 

 

 
Fig. 5. The Architecture Diagram for DCNN 

 

The input layer values are transferred to the edges of the hidden 

layer, where they are then multiplied by weights and biases, as 

illustrated in Figure 5. Furthermore, these values are propagated 

to the output layer. 

4. Result and Discussion 

The performance analysis of the algorithm can be evaluated using 

different data sets and compared with the results obtained using 

existing optimization algorithms. Furthermore, by analyzing these 

with the proposed ODCNN methods, their implementation can be 

tested and trained on standard datasets obtained from Kaggle. 

Moreover, 

https://www.kaggle.com/datasets/redwankarimsony/heart-disease 

-data/code can further test and train this database to learn more 

about the HD patient dataset. Similarly, the proposed ODCNN 

method can be effectively predicted by measures such as true 

positive rate, precision, accuracy, recall, and F1, and various 

metrics can be selected to demonstrate the improvement of the 

model.  

Table 4. Simulation Parameter 

Simulation Variable 

Dataset Name  UCI Heart Disease data  

No of Records 921 

Tool  jupyter 

Language Python 

Training 753 

Testing 168 

 

The simulation parameters can be utilized to construct an HD 

prediction model using the Python language in a Jupyter 

notebook and assess its accuracy with training and test data from 

the datasets outlined in Table 4. 

a. True Positive Rate (TPR) 

The TPR can be analyzed and assessed based on the percentage 

of accurate predictions for the trust class.   

TPR=
𝑇𝑃(𝑅)

𝑇𝑃(𝑅)+𝐹𝑁(𝑅)
                                                                 (17)                                                           

b. Accuracy 

Compute the accuracy of event categorization by counting the 

pertinent negative events and dividing them by the entire number 

of instances. 

Accuracy=
(𝑇𝑃)+(𝑇𝑁)

(𝒯𝒫)+(𝒯𝒩)+(ℱ𝒫)+(ℱ𝒩)
                                               (18)                                           
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c. Precision 

The high accuracy of the application can be achieved to suggest 

the value of the required data relative to the incorrect data. 

Pre=
𝑇𝑃
𝑅

𝑇𝑃
𝑅+𝐹𝑃

𝑅                                                                                  (19) 

d. Recall 

Several related profiles involved in cases are being recalled 

because of their recovery. 

Rec=
𝑇𝑃(𝑅)

𝑇𝑃(𝑅)+𝐹𝑁(𝑅)
                                                                        (20) 

e. F-Measure 

The F-measure indicates the test's accuracy classification 

problem. Furthermore, the optimum F-measure can be obtained 

by performing the highest precision and recall. 

F-M=
2∆𝑃𝑟𝑒+∆𝑅𝑒𝑐

𝑃𝑟𝑒+𝑅𝑒𝑐
                                                                         (21) 

 

Probability of Misclassification Error (PME) 

PME should be used if the classifier is not accurately predicted. 

𝑃𝑀𝐸 =
𝐹𝑝+𝐹𝑁

𝑇𝑝+𝑇𝑁+𝐹𝑝+𝐹𝑁
                                                                   (22) 

Disease prevalence (DP) 

DP can demonstrate the probability that a person has a disease 

before clinical examination. 

𝒟𝒫 =
𝑥𝑞+𝑦𝑚

𝑥𝑞+𝑦𝑚+𝑥𝑚+𝑦𝑛
                                                                  (23) 

Root-Mean-Square Error (RMSE) 

The difference between the true values can be predicted based on 

the square root, which is RMSE. 

𝑅𝑚𝑠𝑒 = √
1

𝑝
∑ (𝑝𝑖 − 𝑎𝑖)

2𝑝
𝑎=1                                                       (24) 

Negative Predictive Value (NPV)   

The NPV is the predictive value of a negative test result. 

𝑁𝑃𝑉 =
𝒯𝓃

𝒯𝑁+𝒫𝑁
                                                                      (25) 

 

 

Fig. 6. Analysis of the True Positive Rate 

 

In Figure 6, health data for HD prediction from industrial IoT can 

be analyzed in big data management to estimate the TPR and 

determine their average value. The approximation of the TPR 

using three approaches - BD-PSO, ANN, and CSA - derived from 

the literature, is as low as 61%. However, the proposed method 

for big data management has increased the estimate of the TPR to 

82.64% compared to existing methods. 

 

Fig. 7. Analysis of the Precision 

 

As shown in Figure 7, Industrial IoT medical data can be assessed 

through big data management, analyzing the accuracy and finding 

the value. Therefore, the data accuracy of approximating HD 

patients using three methods (CSO, BD-PSO, and ANN) 

calculated in the literature is 65.4% lower. However, the 

proposed big data management method improves the accuracy 

estimation by 84.46% compared to existing methods. An 

accuracy estimate can be calculated using the entire false profile 

to determine the percentage of positive values. Furthermore, the 

application is more effective at representing accurate data than 

inaccurate data. 

 

Fig. 8. Analysis of the Recall 

 

Figure 8 illustrates HD data prediction can be determined based 

on recall analysis by evaluating the health data of industrial IoT 

in big data management. After that, the recall estimate is as low 

as 71% when using three approaches such as ANN, CSA, and 

BD-PSO, which are formalized from the literature to obtain an 

evaluation of their data for testing and training. However, the 

proposed method for big data management improved the recall 

rating to 87.97% compared to the existing methods. Furthermore, 

the accuracy of the recovery rate can be determined by estimating 

the number of related events among them. Similarly, the 

difference in TP and FN rates in identifying negative events can 

measure the accuracy. 
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Fig. 9. Analysis of the F-Measure 

 

In Figure 9, the F-measure analysis evaluates health care data of 

industrial IoT in big data management. Similarly, ANN, CSA, 

and BD-PSO in HD data prediction using three approaches from 

the literature evaluated the test and training data with an F-

measure of less than 75%. However, the proposed big data 

management method improved the F-measurement estimate to 

91.64% compared to existing methods. Obtaining high precision 

and recall values can lead to improved accuracy of the F-measure. 

Moreover, enhances the ability to extract important information 

from features and provides a more precise representation of 

computational efficiency. 

 

 
Fig. 10. Analysis of the Accuracy 

 

Figure 10 illustrates that the accuracy of prediction for HD 

patients can be evaluated in industrial IoT healthcare data 

analyzed in big data management. Moreover, a systematic 

approach utilizing three methods - CSA, BD-PSO, and ANN - 

drawn from the literature can be used to evaluate the drop rate, 

which has been determined to be as low as 92%. Among these, 

the proposed method has achieved an increased accuracy of 

94.47% compared to existing methods. Efficient classification 

algorithms can be used to evaluate a classification model and 

predict its accuracy value. 

5. Conclusion 

In that sense, HD is an incurable disease, and wearable 

technology can be used effectively in healthcare. Furthermore, 

timely intervention monitoring and prediction systems can assist 

in saving a great deal of lives. These are often most valuable 

when patients are in remote or underserved areas. In this regard, 

initially, we collected heart disease data from Kaggle to predict 

heart disease. Furthermore, we have introduced the DT method to 

estimate the impact rate of HD prediction. Moreover, we utilized 

the DFCSS algorithm to select features based on their ranking, 

resulting in an optimal set of features for the analysis. We 

proposed using ODCNN in conjunction with big data 

management and an industrial IoT framework to further enhance 

the prediction's accuracy. This approach allowed us to assess 

heart disease with greater precision, resulting in a significant 

improvement in accuracy by 94.47% compared to existing 

methods. Furthermore, we employed efficient classification 

algorithms to predict their accuracy values, ultimately enhancing 

the overall predictive capabilities of the approach. 
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