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Abstract: The paper presents a comprehensive framework for accurately and efficiently recognizing fruits and vegetables, addressing the 

challenge systematically. Various feature descriptors based on color and texture are examined. These descriptors capture different aspects 

of the fruits and vegetables, aiding in their accurate recognition. Otsu's thresholding is utilized for background subtraction, a crucial step 

to isolate the fruits and vegetables from their surroundings. All segmented images are used in this phase to extract relevant features. This 

step likely involves removing texture and color information, utilizing the chosen descriptors. The extracted features are used to train and 

classify fruits and vegetables. Two classifiers, C4.5 and KNN, are employed for this purpose. Various performance metrics such as 

Classification Accuracy (CA), precision, recall, F-measure, Matthews Correlation Coefficient (MCC), Precision-Recall Curve (PRC), and 

False Positive Rate (FPR) are used to evaluate the proposed system's performance for the recognition problem. C4.5 classifier achieves a 

CA value of 92.43%, indicating high accuracy in classifying fruits and vegetables. KNN classifier performs a slightly lower CA value of 

89.58% but still demonstrates significant accuracy in classification. 

Keywords: Detection, fruits, vegetables, descriptor, Deep Learning. Machine Learning  

1. Introduction 

India's horticulture sector boasts remarkable diversity due to 

its versatile environmental conditions. Fruits and vegetables 

dominate this sector, comprising 90% of the total 

production. Apart from these, other categories include 

flowers, aromatic plants, crops, and spices. Among fruits 

and vegetables, the production stands at 314.65 million tons. 

In vegetable production, Uttar Pradesh leads with 26.4 

million tons, followed closely by West Bengal with 25.5 

million tons, contributing 30% to the total vegetable 

production in India. Andhra Pradesh tops 120.98 lakh tons 

in fruits, trailed by Maharashtra with 103.78 lakh tons, 

making up 24% of the national fruit production. India's 

export of fruits and vegetables is 161 USD million, ranking 

14th globally [1].  

 

The appearance of fruits and vegetables is crucial in 

determining their market value and consumer preference. 

Traditionally, manual inspections by experienced 

individuals have been the norm for quality assessment, but 

this method can be inconsistent, affecting the selection of 

produce [2]. In today's digital era, many consumers 

purchase fruits and vegetables online. Supermarkets have 

also begun implementing recognition systems using 

hardware components and barcodes. However, one major 

limitation of such systems is their static nature. Barcode-

based systems may fail to recognize the quality of fruits and 

vegetables accurately. A practical and automated 

recognition system is needed to enhance accuracy and meet 

consumer demands. Such a system could significantly 

improve the efficiency of the selection process and 

subsequently increase revenue for those involved in 

producing fruits and vegetables. Integrating machine 

learning into the recognition system could further enhance 

its performance. By leveraging machine learning 

algorithms, the system could learn from data patterns and 

continuously improve its accuracy in identifying and 

assessing the quality of fruits and vegetables [3]. 

The proposed fruit and vegetable image recognition 

framework combines color and texture features to classify 

images into different classes. Color spaces like RGB, CMH, 

CCV, and CDH and texture descriptors like LBP, CSLBP, 

and SEH are utilized [4-5]. In the recognition process, these 

descriptors extract features from the images. The extracted 

features are then used for classification, employing 
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algorithms such as C4.5 decision trees and k-nearest 

neighbor (KNN). The proportion of correctly classified 

instances out of the total cases. The ratio of correctly 

classified positive cases to the real actual positive instances. 

The ratio of correctly classified positive instances to the 

confirmed cases is positive. A correlation coefficient is used 

in classification to consider true and false positives and 

negatives. By evaluating the classification results using 

these performance metrics, the effectiveness of the 

recognition system can be assessed comprehensively, 

providing insights into its accuracy, robustness, and 

suitability for practical deployment. 

One of the critical challenges is the necessity of a 

comprehensive dataset to evaluate the system thoroughly. A 

robust dataset is crucial as it forms the bedrock for training 

an effective recognition system. The availability of 

sufficient data significantly simplifies introducing a 

recognition system. Extensive literature surveys of previous 

research work are essential to address these challenges. 

These surveys provide valuable insights into the existing 

methodologies, techniques, and challenges in fruit and 

vegetable image recognition. Based on this knowledge, a 

framework that integrates suitable descriptors, classification 

algorithms, and performance evaluation metrics can be 

developed. The proposed framework should be presented 

systematically, clearly delineating the methodology, 

experimental setup, and results. A crucial aspect of this 

framework is the comparative analysis of the results 

obtained from different techniques. This analysis aids in 

understanding the strengths and weaknesses of each 

method, thereby guiding the selection process. 

2. Literature Survey 

In this section, we will delve into an extensive literature 

survey of previous work conducted by numerous 

researchers in image recognition and classification. The 

earliest endeavors in image recognition and classification 

were made by several authors [5-6]. They utilized color and 

texture descriptors to extract features from the images. All 

these features were employed in training and classification 

using a KNN classifier. The proposed system achieved a 

remarkable 95% accuracy rate. However, one notable 

limitation is that the dataset used for experimentation needs 

to be updated. Consequently, the system may not fully 

leverage recent developments in datasets related to fruits 

and vegetables. 

Fruits and vegetables are crucial in sustaining life, providing 

essential resources like food, fiber, shelter, medicine, and 

fuel. However, they face various challenges, particularly 

maintaining their health against infections. If not properly 

diagnosed, these infections can adversely affect the quality 

and quantity of plant products, exacerbating economic 

impacts on countries reliant on agriculture. Using fungicides 

and bactericides to combat plant diseases has significant 

implications for agricultural ecology. Misdiagnosis by 

farmers can lead to inefficient treatment methods, further 

damaging the plants and potentially causing environmental 

harm through the excessive use of chemical inputs [7]. To 

address these challenges, there's a growing need for accurate 

and rapid disease categorization methods in the agricultural 

ecosystem. Advances in disease detection technologies, 

such as image processing and machine learning-based 

models, offer promising solutions. By leveraging these 

technologies, early diagnosis of infections on plant leaves, 

like dragon leaves, can be achieved, enabling timely 

intervention to mitigate the spread of diseases. Early 

detection and appropriate management of plant infections 

reduce the risk of output loss and processing expenses and 

minimize the negative environmental impacts associated 

with chemical inputs, such as soil and water pollution. 

Therefore, enhancing systems for early illness 

categorization using advanced technologies is essential for 

sustaining agricultural productivity and environmental 

health. 

The author [8] utilized the same dataset for their experiment, 

using K-means clustering to subtract the background of 

fruits and vegetables. The segmented images were then 

subjected to feature extraction. They extracted feature 

vectors using colour descriptors such as GCH, CCV, and 

CDH and texture descriptors such as SEH, LBP, and 

CSLBP. These features were used for training and 

classification using a multi-class support vector machine. In 

another paper by the author [9], focusing on the same 

experimental dataset, they analysed the mean (μ) and 

standard deviation (σ) of all classes of fruits and vegetables. 

They found that the fused descriptor CCV + LTP produced 

the highest mean accuracy rate at 90.6%, while the lowest 

was 3.8% by CCV + CLBP. However, one drawback they 

identified was that CDH + SEH produced a lower mean 

accuracy rate, and CDH + SEH + CSLBP showed the 

highest standard deviation, indicating poorer performance 

than other methods. These findings highlight the importance 

of carefully selecting and combining descriptors to achieve 

optimal performance in fruit and vegetable classification 

systems. 

The author [10] introduced a novel approach to the 

recognition of fruits and vegetables. In their study, they 

fused multiple features with a classifier. The dataset they 

utilized consisted of 15 different classes of fruits and 

vegetables for their experiments. The feature descriptors 

they employed were primarily related to color and texture. 

Their results demonstrated that the proposed system reduced 

classification errors by up to 15%. They also combined 

feature descriptors to handle more complex images with 

variability in number, illumination, and poses. However, 

one drawback they noted is that the system may need help 

to achieve a reasonable accuracy rate when combining weak 

features with a high-accuracy classifier. This emphasizes 
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the importance of carefully selecting and balancing features 

when designing a classification system. The author [11-12] 

introduced a framework for recognizing particular images 

belonging to a set of images per class. This approach, known 

as bag-of-features techniques, has shown promising results 

for recognition problems, as demonstrated by [13-14]. The 

author [15] also conducted experiments using different 

categories of fruits and vegetables, achieving a reasonable 

accuracy rate of 86%. Additionally, the author [16] 

proposed an exciting method for shape matching.  

The author [17-18] recently presented a fruit recognition 

and classification framework. Their work focused on 

classifying apples into healthy and defective categories 

using SVM, MLP, and KNN classifiers. The results 

indicated that the SVM classifier achieved the highest 

accuracy rate, with 92.5% and 89.2% values for both 

classes, respectively. The MLP classifier followed with 

recognition rates of 90.0% and 86.5%. Finally, the KNN 

classifier produced lower accuracy rates, with 87.5% and 

85.8% values for healthy and defective classes. They 

provided a detailed description of the features of a dataset 

containing date fruits. The author's [19] study introduces a 

hybrid machine-learning technique for diagnosing plant 

bacterial and fungal diseases. Their research utilized a 

dataset comprising 500 samples categorized into three 

classes: fungal, bacterial, and healthy. The results indicated 

promising performance for the hybrid models. Specifically, 

the CNN-KNN hybrid achieved an accuracy of 92.4%, 

while the CNN-RF hybrid achieved 87.4% accuracy. 

Additionally, the CNN-SGD hybrid outperformed the 

others with an accuracy of 93.6%. These findings 

demonstrate the efficacy of combining convolutional neural 

networks with traditional machine learning algorithms for 

diagnosing plant diseases. Such hybrid approaches leverage 

the strengths of both deep learning and classical machine 

learning techniques, resulting in improved accuracy and 

robustness in disease classification tasks. 

3. Proposed Framework for Recognition of 

Fruits and Vegetables: 

3.1: Background   subtraction: 

In this paper, we propose a framework for segmenting fruit 

and vegetable images by employing Otsu's algorithm for 

background subtraction. Otsu's algorithm is widely utilized 

in various segmentation processes and is particularly 

effective under occlusion, cropping, noisy, and blurred 

images. Our proposed approach was experimented with fruit 

and vegetable images obtained locally. The experimental 

results confirm that Otsu's threshold-based technique can 

accurately extract fruit and vegetable items. To evaluate the 

performance of our proposed method, we utilized a dataset 

containing 20 different categories of fruits and vegetables. 

This framework addresses the crucial and challenging task 

of accurately segmenting fruit and vegetable images, which 

is fundamental in computer vision applications. By 

leveraging Otsu's algorithm, our method demonstrates 

robustness and effectiveness in various image conditions, 

ultimately contributing to improved fruit and vegetable 

segmentation accuracy.  

3.2 Feature   Extraction: 

The statement highlights the challenges in selecting 

appropriate extraction methods and descriptor selection 

strategies for categorizing fruits and vegetables. Despite the 

absence of clear guidelines, the study focuses on extracting 

capabilities that have shown promise in addressing these 

issues. For fruit and vegetable categorization, the study 

utilizes a combination of color and texture features to 

evaluate accuracy and performance. Specifically, color 

features such as RGB, CCV, CDH, and CMH are employed 

[20-21]. Texture features LBP, CSLBP, and SEH are also 

utilized [22]. By incorporating these features into the 

categorization process, the study aims to enhance the 

accuracy and effectiveness of fruit and vegetable 

recognition systems. This approach recognizes the 

importance of color and texture characteristics in 

distinguishing different types of fruits and vegetables, 

contributing to advancements in automated classification 

methods within the agricultural domain. 

3.2.1 RGB   histogram:   

The RGB histogram is a composite representation of three 

1D histograms based on the Red (R), Green (G), and Blue 

(B) channels of the RGB colour space. In the normalized 

RGB color model, the chromaticity components r and g 

describe the color information in the image. In this model, 

the sum of r, g, and b will always equal one, expressed as r 

+ g + b = 1. This normalization ensures that the colour 

components represent proportions of the total colour 

intensity, facilitating comparisons between images 

regardless of brightness. 

3.2.2 Color difference histogram: 

The Color Difference Histograms (CDHs) feature descriptor 

is designed by considering the color differences of 

neighboring pixels at a specific distance [23]. CDH is 

distinctive in that it measures the perceptually uniform color 

difference between points under different backgrounds, 

considering colors and edge orientations in the Lab* color 

space. This descriptor focuses on color, edge orientation, 

and perceptually uniform color variations. It encodes color, 

orientation, and perceptually uniform color differences 

through feature representation like the human visual system. 

By considering these factors, CDH captures essential 

information about color variations and spatial relationships 

in the image, making it an effective tool for image analysis 

and recognition tasks. 

3.2.3 Color coherence vector: 
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This method defines color coherence as the degree to which 

image pixels of a particular color contribute to a large area 

with homogeneous color [24]. These are called coherent 

regions, where coherent pixels belong to large contiguous 

areas while incoherent pixels do not. By distinguishing 

between cohesive and incoherent pixels and computing 

separate histograms for each, CCV provides a robust 

representation of the image's color coherence structure. This 

approach enables practical analysis and image classification 

based on color coherence characteristics. 

3.2.4 Local binary pattern: 

The central concept of Local Binary Patterns [25], is to tell 

the texture of grayscale images by extracting their local 

spatial structure or by capturing the sign of the difference 

between neighboring pixels and the central pixel. In 

essence, LBP calculates a binary code for each pixel based 

on comparing intensity values between the central pixel and 

its surrounding neighbors. This binary code represents the 

local texture pattern of the image. After computing the LBP 

code for each pixel in the picture, a histogram of these LBP 

codes is generated. This histogram represents the 

distribution of different texture patterns across the image.  

3.2.5 Centre-symmetric local binary pattern: 

To address the long histograms produced by the traditional 

Local Binary Patterns operator, we modified the scheme to 

compare pixels within the neighborhood differently. Instead 

of comparing each pixel with the central pixel, we compared 

centrally symmetric pairs of pixels. For example, in the case 

of 8 neighbors, traditional LBP produces 256 (2^8) unique 

binary patterns, whereas with the centrally symmetric Local 

Binary Pattern (CS-LBP), this number is reduced to only 16 

(2^4). This reduction in the number of patterns simplifies 

the representation of texture features while still capturing 

crucial spatial information [26]. 

3.2.5 Structure element histogram: 

When the pixel count of an image changes due to scaling, 

the values computed by the Structure Element Histogram 

(SEH) would also change accordingly [27]. This can lead to 

dissimilarities between images, even if they represent the 

same content but at different scales. Normalization is a 

suitable approach to address this issue. Normalizing the 

SEH values ensures that the histograms represent the 

relative distribution of structure elements within the image 

rather than absolute counts. This normalization process 

allows us to compare images effectively, even when scaled 

differently. By ensuring that the proportion of pixels in each 

structure element remains constant across different scales, 

we can achieve more robust and consistent comparisons 

between images, regardless of their size or resolution. 

 

 

3.3 Training and classification: 

Once the features are extracted from the training images, 

classifiers such as C4.5 and KNN are trained using these 

feature vectors [28-29]. These trained classifiers are then 

utilized to categorize the test images into one of the classes 

of fruits and vegetables based on their feature vectors 

generated using the same descriptor employed for feature 

extraction. It's important to note that different classifiers 

employ different strategies for training, but fundamentally, 

they all perform optimization operations to separate the 

training data into distinct categories. It's also worth 

mentioning that KNN classifiers can be used for continuous 

value inputs, unlike Decision Trees, which are suitable for 

both constant and categorical inputs. This flexibility allows 

for the adaptation of classifiers to different types of data, 

enhancing the overall effectiveness of the classification 

process. 

3.3.1 C4.5 classifier: 

The decision tree classifier operates by classifying a given 

data point starting from the top and moving down to reach a 

leaf node based on approximating a discrete-valued target 

feature. Learning in decision trees is based on constructing 

a decision tree that represents the training instances 

provided to the ID3 algorithm. The decision tree is formed 

based on a set of training examples. These trees can be 

implemented as a set of if-then rules, which improve 

decision-making capabilities. The tree's construction 

follows a top-down approach, beginning with the formation 

of the root node. At each node, the best attribute for 

classification is selected as the test attribute based on the 

highest information gain at that node. Information gain is 

the reduction in entropy resulting from splitting the 

instances based on attribute values.  

3.3.2 KNN classifier: 

When a new, unlabeled data point needs to be classified, the 

KNN algorithm identifies the k nearest neighbors to the new 

data point in the feature space. The number k is a 

hyperparameter that must be specified in advance. Once the 

k nearest neighbors is identified, the algorithm assigns the 

new data point to the most common class among its k 

neighbors. This is typically done using a majority voting 

scheme. The distance between data points is typically 

calculated using metrics such as Euclidean distance, 

Manhattan distance, or Minkowski distance. The choice of 

the parameter k can significantly impact the performance of 

the KNN classifier. A small value of k may result in a noisy 

classification, while a significant value of k may result in a 

biased classification. The optimal value of k is often 

determined through cross-validation. However, it can be 

computationally expensive, especially for large datasets, as 

it requires storing and comparing distances with all training 
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instances. Additionally, it may perform poorly in high-

dimensional feature spaces or when the data is imbalanced. 

4. Experiment and Results: 

In this section, we first discuss the dataset of fruits and 

vegetables that was utilized in our study. We describe the 

preparation of this dataset, including any preprocessing 

steps that were applied to the images. Next, we compare 

various color and texture feature descriptors to extract 

meaningful features from the pictures of fruits and 

vegetables. These descriptors may include but are not 

limited to RGB histograms, color coherence vectors (CCV), 

color difference histograms (CDH), color moment 

histograms (CMH), local binary patterns (LBP), and 

structure element histograms (SEH). Once the features are 

extracted using different descriptors, we evaluate the 

recognition accuracy of the fruits and vegetables. This 

evaluation involves training and testing various classifiers, 

such as C4.5 decision trees, K-nearest neighbors (KNN), 

support vector machines (SVM), or multi-layer perceptron’s 

(MLP), using the extracted features as input. By comparing 

the performance of different feature descriptors and 

classifiers, we can determine which combination yields the 

highest recognition accuracy for the given dataset of fruits 

and vegetables. This analysis helps identify the most 

effective image recognition and classification techniques in 

this domain. 

Fig 2: Dataset used to have 20 different categories of fruits 

and vegetables 

 

 

To analyses the recognition accuracy of the proposed 

system, we conducted a comparative study using various 

feature descriptors. During the evaluation process, we 

utilized a dataset containing images of fruits and vegetables, 

with multiple photos for each category for training purposes. 

By evaluating the proposed system using these performance 

metrics, we can gain insights into its effectiveness in 

accurately recognizing and classifying fruits and vegetables 

based on their image features. This comprehensive analysis 

allows us to identify the strengths and weaknesses of 

different feature descriptors and assess the system's overall 

performance. Based on the information provided, the system 

achieved high accuracy rates with both the C4.5 and KNN 

classifiers, indicating good overall recognition 

performance. However, there are some trade-offs to 

consider: The recall rate, which measures the ability to 

recognize fault-free samples, is lower than the accuracy rate. 

This suggests that while the system performs well overall, it 

may miss some fault-free samples. The low false positive 

rate indicates that the system often needs to misclassify 

fault-free sores, which is a positive aspect. The precision 

values also suggest that the fault-free sample recognition 

rate is lower than the overall accuracy rate. 

Table 1:  Results of metric wise performance over C4.5 

Accuracy 92.43 

Recall 77.4 

Precision  76.43 

F-measure 75.55 

MCC 72.76 

PRC 73.42 

FPR 1.43 

 

Table 2:  Results of metric wise performance over KNN 

Accuracy 89.58 

Recall 65.43 

Precision  67.83 

F-measure 72.55 

MCC 68.12 

PRC 64.76 

FPR 3.54 

 

5. Conclusion 

The paper presents a novel framework for fruit and 

vegetable recognition, focusing on three main phases: 

segmentation, feature extraction, and training/classification. 

One significant contribution is the creation of a dataset 

comprising 20 different categories of fruits and vegetables. 

In the segmentation phase, the background of the images is 

subtracted using Otsu's thresholding method. Then, state-of-
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the-art features are extracted from the segmented images, 

which are subsequently used for training and classification. 

Various performance metrics are employed to evaluate the 

proposed framework, including accuracy, recall, false 

positive rate, and precision. The results indicate that the 

C4.5 classifier outperforms the KNN classifier across all 

performance metrics, demonstrating its effectiveness and 

superior performance in this context. Overall, the paper 

presents a comprehensive framework for fruit and vegetable 

recognition, leveraging advanced techniques in image 

processing and machine learning to achieve accurate 

classification results. The comparison between classifiers 

provides valuable insights into the effectiveness of different 

approaches in this domain. 
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