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Abstract: Autonomous vehicle requires more accurate object detection and object classification for the real-world environment. Detection 

and classification of objects in the stable environment using deep learning framework yields the very efficient result. But in real situation 

due to rapid changes in the real environment object detection in harsh condition fails due to the various challenges in it. In the proposed 

work considered two types of dataset image [KITTI] and video [BDD] with nine various environment condition -normal, night, rain, rain 

with night, low light, high illumination, cluttered environment, FOG, high speed. Applied enhanced robust deep learning algorithm 

YOLOV5 to all the above conditions and results are compared with the accuracy with the previous work. From the enhanced Yolov5 

resulted in 98.7%, 76%, 76%,75%, 71% in normal, rainy, haze, high illumination, night weather condition respective. Proposed model is 

giving significant improvement in accuracy, precision, recall than the previous work in the extreme weather condition. 
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1. Introduction 

Autonomous vehicle is the type of vehicle where it captures 

its surrounding environment then process it to take its own 

decision and aims to drive safely in the road without any 

human input .Autonomous vehicle efficiency depends on 

the result of two major components , first one is hardware 

component where consists of various kinds of sensors to 

capture its surrounding environment and next component is 

computing software where it need to process the 

video/image captured from the different advance sensors. In 

processing the capture video, the main task is object 

detection and classification. Since Autonomous vehicle is 

running in the real environment it needs to detect and 

classify the multi object in the road like various vehicle 

(Bus, Car, Bicycle, Van), traffic sign, lane detection, 

pedestrian and others objects on road. 

For object detection   there are n number of algorithms 

available in machine learning and deep learning such as 

CNN, R-CNN, Faster R-CNN, Yolo etc[1]. Where all these 

algorithms work well and yield the best efficiency. With the 

help of advanced sensor and high computing power of 

software technology the Autonomous vehicle has achieved 

the best results towards the multi object detection and 

classification but it is still lacking in terms of extreme 

environmental conditions such as low illumination, high 

illumination, sunny, rain, night vision, scattered 

environment [2]. There are various challenges. There are n 

objects in the frame, but the model will detect only a few. 

When a multi-object is in the frame, the model fails to see 

the entire Object in the given frame. In the night vision and 

low light frames due to low pixel value results in very less 

object detection rate. In sunny or high illumination frames 

due to high pixel and occlusion results in very less average 

object detection rate [3]. The purpose of this research is to 

investigate the efficiency of object detection and 

classification of image /Video of autonomous vehicle in the 

different extreme condition as seen above and improving the 

prediction rate by using enhanced Yolov5 deep learning 

model. 

The performance of several object identification algorithms, 

this paper compared different types of detectors, comprising 

multiple-stage detectors with single-stage detectors. Also, 

YOLOv5 is employed to perform single shot object 

detectors.  Real-world datasets that are accessible to the 

public are used to test the object detection algorithms.  

Accuracy is used to compare how well detection algorithm’s 

function objects. When compared to the other convolution 

neural networks, the enhanced YOLOv5 approach is used. 

The work is organized as: section 2 gives wider analysis of 

various prevailing approaches. The methodology is 

demonstrated in section 3 with outcomes in section 4. The 

conclusion is provided in section 5. 
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1.1. Abbreviations and Acronyms 

Abbreviation and 

Acronyms 

Meaning 

Yolov5 
 You only look once 

version 5 

CNN  

Convolutional neural 

network 

 

2. Literature Survey  

Since Autonomous vehicles need to run on the road it needs 

to detect and classify objects in the rapidly changing 

weather condition like heavy fog, sleeting rain, snowstorms, 

dusty blasts and low light conditions. But to perform this 

first task here is to detect the various weather condition. The 

deep learning-based framework is used to classify the 

adverse and the normal weather condition. To do this task 

three algorithms are used in CNN: Squeeze net, 

RestNet2020, MCWRD2018 which resulted in 98.48% of 

accuracy, 98.51% of precision, 98.41% of sensitivity [4]. [5] 

Taken clearly annotated visual data and rainy annotated 

visual data were applied with domain adaption, R-CNN and 

yolo on BDD100K data. Using de-raining algorithm 

degrade the average precision performance when tested on 

scene distorted by natural rain, improvements can be 

achieved while employing image to image translation and 

domain adaption as mitigating techniques. Yolo has 

achieved 37% average precision rate. [6] object detection in 

the harsh environment condition like snow, rain, fog is 

crucial for the autonomous vehicle. Used Dense Net for 

Adversarial defense module (ADM) on COCO2015 and 

BDD100K dataset resulted in 43.7% mean average 

precision for CoCo2015 and 39.0% for the BDD100K 

dataset. 

[7] Localizing the various objects like pedestrians, different 

vehicles, traffic signals and barriers in the road in the real 

time is the open challenges for the autonomous vehicles. In 

that there are two types of networks i.e. Two stage detection 

(R-CNN, Fast R-CNN, Faster R-CNN) and single stage 

detectors (Yolo, SSD, Retina net). To types of data 

considered here first 2D object detector and 3D object 

detectors (Monocular image based, Point cloud based, Point 

nets based). [8] To detect Object in the normal condition 

various algorithms used such as VGG16, Fast R-CNN, 

Simple net, yolo were resulted in 47s, 0.35s, 0.09s, 0.022s 

time to predict the single image respectively. 

3.Methodology 

The methodology is elaborated in this section where the 

performance of the anticipated model is compared with 

other approaches and the significance is demonstrated in 

section 4. 

3.1 Dataset 

This work considers data collected from two types of 

datasets: KITTI (Image data set) and the BDD dataset [9]. 

In the KITTI dataset, images are divided into two categories, 

i.e., Low light and standard condition images. In the BDD 

dataset, a total of 1000 videos were present, and each video 

ranges from 30 to 50 and contains various environmental 

conditions. From that, 9 video categories are divided based 

on different environmental conditions, shown in Table 1. 

Figure 1 illustrates how the suggested paradigm functions 

overall. The first step is to collect data from BDD and KITTI 

where it is divided into nine different environmental 

condition videos. Later, pre-processing techniques (noise 

removal, removing the corrupted part of the video) are 

applied to the videos. After the pre-processing technique, 

the model is tested in the trained enhanced yolo5 model, and 

the accuracy is noted for each environmental condition 

video. 

Table 1: Displays the different BDD dataset classifications 

based on other environmental circumstances. 

SL No Various Condition 

1  Normal 

                      2               Night  

                      3               Rain 

                      4               Rain + night 

                      5              Low light 

                      6             High illumination 

                      7              Cluttered Environment 

                       8              Snow + night 

                       9              Rain + night +snow 

 

Fig 1: Block Diagram of the Proposed System 

3.2. Yolov5 
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Yolov5 (you only look once) is the computer vision model 

for detecting the objects in the video or images. The model 

comes in various versions. Depending on the time taken to 

train the dataset, different versions of enhanced yolov5 are 

used. There are four different sizes available: small, 

medium, big, and extra-large. Here, an extra-large version 

of yolov5 is used for the proposed work. Yolov5 

architecture is designed so that first, it creates the various 

features from the input image where that feature is passed to 

the prediction system, making the box around the feature for 

predicting the classes. The figure shows the overall working 

of yolov5 in the autonomous vehicle as a first-step input 

taken in the video format, where it will be converted into 

frames. Later, the frame is sent to the three main parts of the 

Yolo algorithm, i.e. Backbone, Neck, and Head. Where 

Backbone uses CNN and creates the various features from 

the images. In the next stage, the Neck combines the 

multiple features and forwards the class prediction to the 

next stage, the Head. Head the Head uses features from the 

Neck and does the final prediction step [10].  

Algorithm  

Step 1: Divide the input image into the smaller grid-like 

boxes. So, the grid box will detect the objects inside it. 

Step 2: Mark the bounding box inside the Object-bounding 

box regression. 

Y= (pc, bx, by, bn,bw,bh, c)  

Where pc is the centre point of the image, bx, by is the two 

coordinates of the Point in the image, 

bw is the width of the bounding box, and c is the detected 

object class. 

Step 3: Calculate the intersection over the union to measure 

the model’s accuracy [11]. 

 

Fig 2: Working of the Proposed Model 

Following YOLOv3, YOLOv5 has become the widely used 

one-stage object identification algorithms due to its 

exceptional stability, great universality, and extraordinary 

performance. Moreover, there are specific problems that 

need to be fixed. First, a considerable percentage of failed 

detections in tiny object detection are caused by the loss of 

edge information resulting from 32-fold down sampling and 

deep convolution in two-dimensional pictures, where 

smaller objects have smaller pixel proportions than larger 

ones. Researchers developed a unique feature extraction 

structure to solve this problem, one that maintains edge 

information as possible for small objects devoid of requiring 

a lot of floating-point arithmetic or parameter increases. 

With this enhancement, small-item identification becomes 

more precise. In conventional detection techniques, more 

convolutional layers make semantic information more 

readable for larger objects; however, too many convolutions 

cause oversaturation. Thus, for large-size objects, 32-fold 

down-sampling layer is most transparent conceptual layer, 

but shallow convolutional layers yield more transparent goal 

conceptions for small items. To improve the performance of 

small object detection even further, researchers presented 

the external network fusion technique. Anchor boxes are 

used in the object detection results to show the locations of 

the objects in the head section during detection tasks, along 

with confidence levels. The enhanced YOLOv5 

simultaneously handled localization and classification tasks, 

which reduced both classification and localization accuracy 

while shortening the training inference time. On the other 

hand, the accuracy of small object identification may be 

significantly increased, and error rates can be substantially 

decreased with the anchor-based Decoupled Head [12,13]. 

The enhanced of YOLOv5 incorporates the bottleneck 

structure suggested in Resnet in addition to C3. It was 

discovered that the C3 module preserved full-size object 

recognition precision levels using the original YOLOv5s 

configuration file but reduced model by about 5.7% relative 

to Bottleneck-CSP. Nevertheless, the low degree of 

detection precision persists, yet the ability to extract features 

from small objects has remained the same. The Efficient 

Aggregation Layer Module (ELAN) was introduced, which 

maximizes the deep network's feature extraction capability 

by improving its gradient propagation efficiency. The 

ELAN module shows a more robust capacity for model 

learning and successfully addresses the problem of model 

convergence brought on by scale. That complicates the 

network topology because of its long gradient update path. 

Furthermore, inference ease and speed are hampered by the 

large number of parameters. Enhanced model has simple 

structure while enhancing its small object identification 

capabilities, drawing on insights from previous research. 

Identifying objects in densely populated locations or with 

small pixel dimensions takes time and effort. Proposed 
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model created and used an improved CB structure that 

improves feature extraction for edge information by 

applying several CBS structures to address object detection 

in various environmental condition. To avoid gradient 

anomalies, proposed model included a residual structure. To 

lower parameter values, it used bottleneck modules. Further 

CB structure refer to +CB in the experimental segment, 

finds a balance between detection precision and training 

efficiency [15]. 

4. Result Analysis and Discussion  

This section evaluates the proposed model performance by 

looking at their recall, accuracy, precision. Jupiter and 

Google Colab are considered for the experiment. 

TensorFlow Object Detection API and Robofow are used to 

provide a comparison examination of various environmental 

condition. Tensorboard is an interactive platform created by 

Tensorfow to visualize the training and assessment data 

[16]. MATLAB 2020a is used to design the graphical 

representation. A system running Windows 11 with 16GB 

RAM and a GTX GPU is considered. Two different data 

formats are used for the experiment. For image, KITTI is 

considered, whereas for video, BDD and Indian traffic 

datasets with various environments are considered. The 

enhanced Yolov5 model is used for both image and video 

datasets. For analysis, the first video is converted into 

frames and is considered for further study. Total 2000 

images are considered for the study. There are total 5 classes 

in the work i.e car, bus, traffic light, truck, person.  For each 

nine different condition 67% is taken for training, 23% is 

taken for validating, 10% is taken for the testing. 

Table 2 is showing the average object detection rate of the 

proposed enhanced yolov5 model in all nine-weather 

condition. Overall model is working for all the condition 

with the improved accuracy. Comparing with the previous 

work accuracy is improved for rainy, fog, night combined 

with rain and low light. Figure 3 and 4 shows the object 

detection in low light before detection and after detection, 

which resulted 68% accuracy. Figure 5 and 6 shows the 

multi-object detection for the Indian traffic dataset in the 

normal condition. Figure 7 and 8 shows the multi-object 

detection in bright sunlight.  

Figure 9 compares the accuracy concerning the three 

objects, i.e., 1) Car; 2) Person and 3) Traffic light. The blue 

line represents the car as the Object, the orange represents 

the person as the Object, and the grey represents the traffic 

light as the Object. Figure 10 shows a single shot object, that 

is, a car, is taken to compare the accuracy in all the extreme 

condition. 

we take the average of the Average Precision. Box 

boundaries labelled by class are predicted by object 

identification algorithms, as is well known [17,18]. IOU, or 

intersection over union, is the name given to this statistic. 

As such, we employ an IOU Threshold to compute the 

algorithms' recall and precision measures. For the Average 

recall calculation equation 1 is used.  

𝐴𝑅 =   2 ∫ 𝑟𝑒𝑐𝑎𝑙𝑙 (𝐼𝑜𝑈)𝑑𝑜
1

0.5
     (1) 

Recall is averaged over all IOU in the range of [0.5 – 1.0] to 

determine it where the matching recall value is recall, and o 

stands for IOU. The classification loss of 'N' classes is a 

weighted, straightforward soft-max loss[19]. It explains 

how the model operates in classifying assignments for every 

class. Table 3 Shows the accuracy, precision and recall of 

the proposed model. 

Table 2: Comparisons of various conditions results in 

terms of Detection Rate. 

Dataset           Condition    Result (average 

detection Rate) 

      

      Kitti               Low Lighting             Car:68.85 

      Kitti                Normal                     Car:94 

                                            Traffic light:75 

                                    Bus: 100 

                                       Person:96 

     BDD                Rainy                         Car:76 

                                       Person :71 

    BDD                Sunny                         Car :52 

                                                Traffic Light :57 

    BDD               Normal                        Person: 93 

                                      Truck :91 

                                     Car : 98 

    BDD              Night                              Car:71 

   BDD            Night+Rain                       Car :71 

                                          Person:68 

                                       Bus :69 

   BDD              Fog                                   Car : 76 

                                                       Traffic Light : 75 

                                              Person :78 

   BDD         High Illumination                  Person:70 

                                          Car :75 

   BDD            High Speed                         Car :84 

                                                    Traffic Light :79 
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Fig 3: Low light object detection before 

 

Fig 4: Low light object detection  

 

Fig 5: Multi-object detection in bright light Before 

Fig 6: Multi-object detection in bright light after

Fig 7: Multi -object detection in the bright sun light before 

  
Fig 8: Multi -object detection in the bright sun light after 

 

Fig 9: Shows the accuracy comparison of various 

conditions among three conditions 
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Fig 10: Comparative results on car detection rates in 

various environmental conditions 

4.1 Comparative Analysis 

Many models are developed using deep learning framework 

for segmentation, object detection and classification in the 

autonomous vehicle in the normal weather condition. Which 

yield excellent results in object detection. But when object 

need to be detected in the extreme condition like night, 

rainy, high illumination most of the models fails or yields 

very less accuracy. In the proposed model resulted in better 

accuracy compared to the previous work which is discussed 

in the related work. Table 3 shows the comparison of 

various conditions results in terms of accuracy, precision 

and recall. As the overall observation from the work night 

vision, low light and bright conditions require more 

advanced algorithms to improve the detection rate or 

accuracy. 

Table 3: Comparisons of various conditions results in 

terms of accuracy, precision, recall  

Condition Accuracy Precision Recall  

Normal               98.7% 0.98 0.97 

Rainy               76% 0.72 0.79 

Night               71% 0.69 0.72 

High Speed         7 9% 0.80 0.81 

High illumination 75% 0.76 0.79 

Fog                76% 0.78 0.79 

Low Light            68.85% 0.69 0.70 

5. Conclusion 

All the environmental conditions need to be considered for 

working with autonomous vehicles. In the proposed work, 

two types of datasets are considered, i.e. image (KITTI) and 

video (BDD). The video consists of 9 various environmental 

conditions. For all the conditions, the deep learning model 

enhanced YOLOV5 is applied for object detection and 

classification. For this work, the objects are traffic signs, 

persons, cars, and buses. From the proposed model resulted 

in 98.7%, 76%, 79%,76%,75%,71%, 71% ,68.5 %for 

normal vision, Rainy, accelerated speed, fog, high 

illumination, night vision, night combined with rain, low 

light. This resulted in low light, and night vision requires 

more improvement. The proposed model intends to 

categorize the classes accurately with improved accuracy 

where the model is confident in predicting the object in 

single shot. The training and validation metrics are 

visualized with better metrics and gives promising 

outcomes. However, the model encounters some complexity 

in predicting the objects in single shot which can be resolved 

with the integration of hybridization approach. In future 

work, hybrid deep learning models can be applied to light 

images and night vision for better object detection and 

classification. 
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