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Abstract: The study aims to foster responsible advances in facial manipulation techniques by developing reliable detection methods for 

deepfakes. The proposed model, based on the average of three separate frameworks, was trained using various datasets and all false 

positives and negatives. It outperforms other deepfake detection techniques in detecting both dynamic and static deepfakes. The model’s 

architecture is robust, requires minimal computing power, and is adaptable to unique features of deepfake detection, making it suitable for 

real-world deployment. The model also aids in further research to optimize ensemble models and evaluate advanced training methods like 

knowledge distillation. Its efficacy, efficiency, and scalability provide a feasible approach in the fight against deepfakes and serve as a 

foundation for future research and development in deepfake detection technologies. The novelty lies in the model’s potential for real-life 

implementation and its proven effectiveness in mitigating challenges related to deepfake video detection. 
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1. Introduction 

In the rapidly evolving digital world, the advent of deepfake 

technology has brought forth both awe-inspiring possibilities and 

alarming challenges. Deepfakes, sophisticated artificial 

intelligence-based techniques used to manipulate or fabricate 

visual and audio content with a high potential for deception, have 

raised significant concerns about the integrity and authenticity of 

digital media [1]. This underscores the urgent need for robust and 

reliable detection methods to counteract these manipulations. 

This research paper introduces a novel approach to deepfake 

detection, utilizing the combined strengths of three distinct, state-

of-the-art models: ResNet50, EfficientNetB7, and 

EfficientNetAutoAttB4. Each of these models has been chosen for 

their unique capabilities and contributions to the overall detection 

system. ResNet50, renowned for its deep residual networks, excels 

at learning from large-scale datasets. Its ability to effectively 

handle complex patterns makes it a powerful tool for identifying 

subtle manipulations in images, a crucial aspect in deepfake 

detection. On the other hand, EfficientNetB7 brings to the table a 

new paradigm in scaling up neural networks. By balancing the 

network depth, width, and resolution, it achieves superior 

performance, making it an invaluable asset in our detection toolkit. 

Lastly, EfficientNetAutoAttB4, with its automated search for the 

best neural architecture, ensures optimal performance by 

dynamically adapting to the task at hand. This adaptability is key 

in the ever-evolving landscape of deepfakes, where new techniques 

and variations continually emerge. 

By integrating these models into a cohesive system, this research 

aims to develop a deepfake detection method that is not only highly 

accurate but also efficient and adaptable to various forms of 

deepfakes. The system’s design also takes into consideration real-

world deployment, ensuring that it can be effectively implemented 

even in devices with limited computing power. 

The subsequent sections of this paper will delve deeper into the 

specifics of each model, the training process, and the performance 

results. This comprehensive overview aims to shed light on this 

cutting-edge approach to deepfake detection, providing valuable 

insights and paving the way for future advancements in this critical 

field. The novelty of this research lies not just in the integration of 

these three models, but also in its practical application. The 

model’s potential for real-life implementation and its demonstrated 

effectiveness in mitigating the challenges related to deepfake video 

detection underscore the promising role of this technology in the 

ongoing fight against deepfakes. This research, therefore, serves as 

a significant contribution to the body of knowledge in deepfake 

detection and a beacon guiding future research in this area. 

2. Literature review 

This research [2] proposes a hybrid strategy combining ResNet-50 

(Residual Network-50) and Long Short-Term Memory (LSTM) 

algorithms for detecting anomaly video activity. The technique 

achieved 96.48% accuracy using the UCSD Ped 1 dataset. 

This study [3] systematically studies model scaling and identifies 

that carefully balancing network depth, width, and resolution can 

lead to better performance. 

This research [4] proposes a novel framework to detect fake videos 

through the utilization of transfer learning in autoencoders and a 

hybrid model of convolutional neural networks (CNN) and 

Recurrent neural networks (RNN). 

This research [5] introduces the DFDC dataset, the largest 

currently and publicly available face swap video dataset, with over 

100,000 total clips sourced from 3,426 paid actors. 

This work [6] presents Celeb-DF, a new large-scale challenging 
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DeepFake video dataset, which contains 5,639 high-quality 

DeepFake videos of celebrities generated using an improved 

synthesis process. 

This research [7] examines the realism of state-of-the-art image 

manipulations, and how difficult it is to detect them, either 

automatically or by humans. 

This study [8] introduces EfficientNetV2, a new family of 

convolutional networks that have faster training speed and better 

parameter efficiency than previous models. 

This research [9] proposes a novel strategy to remove GAN 

“fingerprints” from synthetic fake images based on autoencoders 

in order to spoof facial manipulation detection systems while 

keeping the visual quality of the resulting images. 

[10] proposes a framework called digital forensics capability 

analyzer to help organizations assess their readiness to handle 

digital forensics. 

[11]  tackles the problem of face manipulation detection in video 

sequences targeting modern facial manipulation techniques. It 

studies the ensembling of different trained Convolutional Neural 

Network (CNN) models.  

3. Methodology 

3.1. Resnet50 

The proposed architecture is based on ResNet50, which is a 50-

layer deep neural network recognized for its ability to identify 

facial expressions with high accuracy. It uses 32x4 dimensions and 

is designed to recognize various biases and characteristics, 

particularly in the context of deepfake detection. The model takes 

video frames as input and undergoes preprocessing steps such as 

normalization and data augmentation to enhance its deepfake 

detection capabilities. Using its 50 layers, including convolutional, 

pooling, and fully connected layers, the model extracts hierarchical 

features from the preprocessed frames, utilizing residual blocks to 

learn and extract complex visual patterns and features [12]. 

During training, the model is trained on a large dataset containing 

labeled video frames of both real and deepfake content, enabling it 

to distinguish between the two. Inference involves calculating the 

probabilities of each frame being part of a deepfake video, then 

using post-processing techniques such as temporal analysis and 

consensus decision-making to determine the overall likelihood of 

the video being a deepfake. The video frames are resized to 

256×256 pixels, and textural features are extended to optical flow 

fields for analysis. 

To ensure the necessary input dimensions for feature extraction, 

preprocessing involves removing each frame from the source 

video, resizing them, and utilizing a rescaling technique. The 

ResNet-50 model is utilized for feature extraction, and a 1538 

vector of features is used as input for anomaly detection 

classification. 

Figure 1 shows the performance metrics for the proposed model of 

ResNet50.The system combines the use of ResNet-50 and LSTM 

techniques for video abnormality detection. The LSTM helps the 

network learn difficult features, and the input & forget gate 

network within the LSTM regulates the internal memory cells, 

addressing the problem of disappearing or exploding gradients in 

RNN. The system uses various performance metrics such as F1-

score, AUC, Accuracy, Precision, Specificity, and Recall to 

evaluate its efficacy in detecting anomalies and reducing false 

alarms. 

The ResNet50 model undergoes training using a large dataset of 

labeled images or video frames, encompassing both real and 

deepfake content. The training process involves presenting the 

training data to the network in batches, generating predictions, 

computing discrepancies between predicted outputs and actual 

labels using a loss function, and employing backpropagation to 

update the network’s weights in a direction that minimizes the loss. 

[13]. This process is repeated over multiple epochs to enhance the 

model’s capability to differentiate between real and deepfake 

content. 

The unique architecture of ResNet50 enables the model to 

effectively capture and process intricate features during training, 

contributing to its ability to make precise predictions during 

inference. 

The model was tested and trained using the Celeb-DF and DFDC 

datasets, resulting in an efficient model training process with a high 

accuracy percentage of 97%. The Celeb-DF dataset consists of 795 

synthesized videos, 408 real videos that were used to create 

deepfakes, and 250 real videos from YouTube, and it played a 

crucial role in training the model to yield optimal results. The 

usage of these realistic datasets not only facilitated the training 

process but also enhanced training accuracy and speed, leading to 

a more efficient model training process with fewer epochs 

required. As we can see in figure 2 and figure 3 the deepfakes of 

CelebDf dataset are phenomenal and not easy to identify. This is 

used to train our model to differentiate between the deepfakes and 

real images. Similarly figures 4 and 5 show the images classified 

from the DFDC dataset as deepfake image and real image. 

3.2. EfficientNetAutoAttB4 

The proposed strategy for enhancing the accuracy of predictions 

involves ensembling several CNN-based classifiers to gather 

distinct kinds of high-level semantic data that improve each other 

and enhance the ensemble as a whole. To achieve this, two 

improvements are suggested for an EfficientNet architecture. The 

first enhancement involves the incorporation of an attention 

mechanism for identifying the most informative portion of the 

video for classification, while the second improvement explores 

the use of Siamese training methodologies to extract additional 

data. The attention mechanism is implemented on the 

EfficientNetB4 model, utilizing the ImageNet dataset. By focusing 

on facial data instead of using the entire frame as input, the model 

generates a feature vector of 1792 elements, enhancing the 

accuracy of classification. The attention mechanism selects feature 

Fig. 2. Real Image classified by 

ResNet50 model 
Fig. 3. Fake Image classified by 

ResNet50 model 

Fig. 4. Real image from DFDC 

Dataset 

Fig. 5. Fake image from DFDC 

Dataset 
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maps from the EfficientNetB4 up to a specific layer and processes 

them using a single convolutional layer with a kernel size of 1, 

followed by a Sigmoid activation function to obtain a single 

attention map. This attention map is then multiplied with each 

ofthe feature maps, enabling the network to focus on the most 

relevant parts of the input. This mechanism not only improves the 

network’s focus on the most relevant portions of the feature maps 

but also provides deeper insights into the network's informative 

assumptions about the input. [14] The deepfake detection model, 

based on the EfficientNetAutoAttB4 architecture, underwent 

comprehensive evaluation and achieved commendable results 

across various metrics. 

Confusion Matrix: 

- True Positives (Correctly classified real videos): 1798 

- True Negatives (Correctly classified fake videos): 1837 

- False Positives (Wrongly classified real videos as fake): 455 

- False Negatives (Wrongly classified fake videos as real): 416 

The confusion matrix provides a detailed breakdown of the model's 

performance, showcasing a high number of correct classifications 

for both real and fake videos. The limited occurrences of false 

positives and false negatives further underline the model's 

reliability. 

The confusion matrix is depicted in figure 6 above. 

In parallel to the traditional training strategy, the Siamese training 

leverages the network’s ability to generalize to create a feature 

descriptor emphasizing the similarity between samples from the 

same class. The goal is to learn a representation in the network’s 

encoding space that effectively separates samples into real and fake 

classes. Both end-to-end and Siamese training methods are 

employed on different datasets using specific data split strategies 

for each dataset. Data augmentation techniques, including 

downscaling, horizontal flipping, random brightness contrast, hue 

saturation, noise addition, and JPEG compression, are used on the 

input faces during training and validation to increase robustness. 

[15] The training process is designed to prevent overfitting and 

maximize efficiency. The models are trained using the Adam 

optimizer with specific hyperparameters, and data processing is 

reduced by focusing on the region where the subject’s face is 

located. The BlazeFace extractor is utilized to extract faces from 

each frame, resulting in the input for the networks being a squared 

color image of size 224 × 224 pixels.The feature extractor is 

trained using the same number of iterations, validation routine, and 

learning rate scheduling as the end-to-end training, with the 

difference lying in the loss function used and the composition of 

the batch. For the feature extractor, the batch is composed of 12 

triplets of samples selected across all videos of the set considered. 

The training duration is determined by a maximum number of 

iterations or until the validation loss plateaus. Validation is 

performed at regular intervals, and if the validation loss doesn’t 

decrease, the initial learning rate is reduced. The entire 

methodology is illustrated in a flowchart to visually represent the 

process. In summary, the proposed methodology focuses on 

enhancing the EfficientNet architecture with attention mechanisms 

and Siamese training methodologies, employing specific training 

and validation strategies, data augmentation techniques, and 

efficient data processing to improve accuracy and efficiency in 

deepfake detection. 

3.3. EfficientNetB7 

The proposed NS-Efficient B7 model presents a sophisticated 

method for deepfake video verification, combining the capabilities 

of EfficientNet B7 and multistage facial analysis to meticulously 

examine every video frame for face characteristics and temporal 

anomalies. In stage 1, the preprocessing and face detection involve 

accepting raw video frames, optional resampling for efficient 

processing, and utilizing powerful algorithms such as Multi-task 

Cascaded Convolutional Networks (MTCNNs) to accurately 

recognize faces and build bounding boxes around them. During 

stage 2, facial feature extraction and tamper detection occur 

through landmark generation and tamper detection modules. The 

EfficientNet B7 network systematically processes the cropped 

images, comparing local image patches within the crop to generate 

multiple Structural Similarity Index Measure (SSIM) masks. 

Attention mechanisms within the EfficientNet B7 network are 

employed to emphasize the features of the face most amenable to 

manipulation, while temporal analysis, utilizing recurrent neural 

networks (RNNs) or other temporal modeling techniques, is used 

to capture temporal anomalies across frames. In stage 3, fusion and 

aggregation gather features from SSIM masks, EfficientNet B7 

features, and temporal analysis results, which are then utilized by 

an advanced binary classification module to determine the 

probability of each frame being a deepfake. This stage also 

involves generating confidence scores for each frame's deepfake 

Fig. 6. Confusion matrix for EfficientNetAutoAttB4 

Fig. 9. Concurrent working of the 3 proposed models 
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prediction. Additional considerations include training with noisy 

students, which leverages both labelled and unlabelled video data, 

and ensemble learning to further improve the precision and 

dependability of the system, making it stronger against different 

deepfake methods. 

The attention mechanism, as seen in figure 8, explains the neural 

network's ability to monitor the eye movements of the chopped 

faces of the individuals of interest while searching for anomalies 

in that particular region. Such a procedure adds an additional layer 

of detection which improves the model's overall reliability and 

accuracy. NS-Efficient B7 combines EfficientNet B7's feature 

extraction with targeted facial analysis and temporal modeling, 

showcasing great promise for safeguarding against digital 

manipulation. The model applies compound scaling, reversed 

residual blocks, and squeeze-and-excitation (SE) blocks to 

enhance its feature extraction capabilities, and operates alongside 

a multi-stage facial analysis pipeline. The noisy student training 

technique further improves the model's identifying abilities by 

utilizing both labelled and unlabelled data [16]. 

The three models individually analyze the uploaded video and 

extract the frames, create a rgb heatmap around the suspicious 

areas and overlay another attention layer on the video. Initially 

Three different scores are assigned to the media, then a threshold 

value is considered and then the media is evaluated as a deepfake 

or a real video. The process is showed in the above figure 9. 

4. Results 

4.1. ResNet50 

The ResNet50 model uses rgb heatmap to distinguish between the 

real and fake images and classifies the areas of deepfake images. 

The utilization of heatmaps in identifying prominent areas on the 

face shown in media to determine whether it is a deepfake makes 

it more accessible for non-technical individuals to identify the 

manipulated details. This method, adopted from a referenced 

paper, explains that not all pixels are treated equally when 

processed by a deepfake detection model. Certain regions, such as 

those around the eyes, mouth, or other facial features, may be more 

informative than others.  As shown in figure 11, a heatmap can 

visualize this focus, with warmer colours indicating areas of higher 

importance, revealing anomalies or inconsistencies that suggest 

manipulation. This technique, referred to as Grad-CAM (Gradient-

weighted Class Activation Mapping), back propagates the gradient 

of the output class with respect to the input image, visualizing these 

gradients as a heatmap, allowing for a better understanding of how 

the deepfake detection model makes its decisions. This insight can 

be crucial for improving the model's performance and 

trustworthiness, particularly when training more complex models 

like Convolutional Neural Networks (CNNs). Heatmaps enable the 

detection of regions where the model indicates an uneven surface 

of the face and other characteristics by which it classifies the 

content as a deepfake. 

 

 

 

 

 

Fig. 7. Real Face from DFDC dataset 

Fig. 8.  Attention Layer on the face for deepfake detection by 
EfficientnetB7 model 

Fig. 10. Original photo from CelebDF dataset 

Fig. 12. Prediction results from ResNet50 model 

Fig. 14. Graph of the result for a fake Image by the model 

EfficientNetAutoAttB4 

Fig. 15. 
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In figure 12 the X Axis contains the content of the Celebdf Dataset 

While the Y Axis shows Probability of The Video To Be a 

Deepfake. If the given probability is near to 1 which is near to 

100% then the video is said to be deepfake. 

4.2. EfficientNetAutoAttB4 

 

Figure 13 is the graph of the real video and 14 is of the fake video 

respectively. Real video means lines will be closer to the x axis. 

Every line is depicting a different feature of the video frame. And 

if the line is closer to 1 meaning the video is fake. 

As shown in figure 15, if the particular video has a score near to 

‘0’ the video will be real. Score near to ‘1’ will show that the video 

is fake. The score is determined by taking into account the 

combination of EfficientNet-B4 architecture and the attention 

layer. 

4.3. Efficientnet B7 

The structural similarity index measure (SSIM) is a method 

utilized to assess the perceived quality of digital images and 

videos, as well as to determine the resemblance between two 

images. Unlike other metrics such as mean squared error (MSE) or 

peak signal-to-noise ratio (PSNR) that estimate absolute errors, 

SSIM focuses on evaluating image degradation by considering 

perceived changes in structural information and integrating key 

perceptual phenomena such as brightness and contrast masking 

elements. This approach prioritizes the importance of an unaltered, 

distortion-free image as the baseline for quality evaluation. 

Structural information in images, which signifies the 

interrelatedness of pixels, especially those in close proximity, 

plays a critical role in conveying vital details about the visual 

scene's arrangement. 

Moreover, SSIM accounts for contrast masking, where distortions 

become less noticeable in areas with high activity or texture, and 

luminance masking, where distortions are less visible in bright 

components of the image. 

Fig. 11. Heatmap identification on image from CelebDF dataset 

Fig. 13. Graph of the result for a Real Image by the model 

EfficientNetAutoAttB4 

Fig. 16. SSIM Masking of media uploaded in EfficientNetB7 model 

Fig. 17. Prediction Output for CelebDF dataset in 
ResNet50 model 
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Figure 17 illustrates how we provided the models an array of test 

videos to process in the last stage of the detection phase with one 

another. The final results were saved into a Comma Separated 

Value (CSV) file, which appears below. Whenever the label's 

trustworthiness for the test's content reaches 1, it indicates a deep 

fake. It's a real video if the score is closer to 0. 

 

The three proposed models work together for video deepfake 

detection and are currently deployed on Trusttrace.net.in Here the 

results are evaluated and presented as shown in the below figure 

18. The above image contains the result for the uploaded video 

media. Figure 3 is a still from the video uploaded on the website 

for eligibility evaluation. As mentioned earlier the video is a 

deepfake and the results from the above image also conclude the 

same. The deepfake video models of EfficientNetB7 and 

EfficientNetAutoAttB4 have contributed in identification of 

improper facial topology and the resnet50 model accurately detects 

the facial movements of the video. Thus the 3 models effectively 

evaluate the media to be considered as a deepfake video. 

5. Conclusion 

In conclusion, the deployment model for the detection of deepfake 

videos is portrayed as a significant progression in the realms of 

computer vision and deep learning. The model, with its robust 

architecture comprising 50 layers and residual blocks, has 

showcased remarkable abilities in identifying intricate visual 

patterns and features that differentiate real content from deepfake 

content within videos. By capitalizing on a diverse and well-

annotated dataset, the model can be effectively trained to 

accurately pinpoint and flag deepfake content, thereby contributing 

to the ongoing efforts to curb the proliferation of misleading and 

potentially harmful manipulated videos. 

The use of deep learning frameworks such as TensorFlow, Keras, 

or PyT has provided a sturdy and flexible environment for the 

implementation of the model, facilitating efficient training, 

validation, and deployment processes. As deepfake techniques 

continue to evolve, the model serves as a foundation for enhancing 

deepfake detection capabilities, including the incorporation of 

ongoing advancements in data preprocessing, model optimization, 

and continuous learning from new and emerging deepfake content. 

Moreover, the application of the model in a real-world context has 

the potential to bolster the trust and reliability of video content 

across various domains, including media, journalism, and law 

enforcement. Furthermore, it’s crucial to recognize the ethical 

considerations associated with the use of deepfake detection 

technologies, ensuring responsible deployment and safeguarding 

individual privacy and rights. Sustained research and collaboration 

in this area are vital to further refine and advance the capabilities 

of deepfake detection models, ultimately contributing to a more 

trustworthy and secure digital landscape.  
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