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Abstract: Cultivation of a crop is a pertinent aspect in the agricultural sector. The infection of crops with a disease is one 

of the bottlenecks leading to reduction in the yield of the crop. This decreases the production rate and thereby creating 

problems in maintaining the crop throughout the year. Manual identification of the disease is laborious and time 

consuming. It is laborious in the sense that, it requires lot of expertise and monitoring and this problem is going to be much 

more, especially, when the crop is big enough to manage.  In order to minimize the effort needed, A deep learning model 

has been developed to identify   particular disease. Using this model it facilitates the farmer to detect the disease accurately 

in a real time. The model developed in this research is a Residual Neural Network model as it helps us in implementing the 

feature extraction and classification of a particular disease of a fruit. A database of 505 apples was considered and 385 

apples were used for training the model and 120 apples were considered for testing. The proposed model has generated an 

accuracy of 78.76% with a loss value of 0.6818 in detecting the disease of an apple. This computer based model will 

enhance usability of the model in detecting the disease of a fruit in a feasible manner and at an early stage of the disease.  

This in turn enables the farmer to detect the disease at an early stage of the disease and can take the precautionary measures 

to cure the disease in a more effortless manner.   
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1. Introduction  

Recent advances in technologies like Image processing, 

Machine and Deeplearning has varied applications in 

biological and in medical domain. It is observed that, 

Many farmers in india are equipped with minimal 

resources and hence they are not in a position to use the 

resources what they have in increasing the productivity. 

Many software’s have been developed by earlier 

researchers for the detection of the disease of  fruit and 

these software’s helped the farmers identifying the disease 

even for a novice farmer.     

Disease detection/identification can be done using image 

processing techniques for a given image. By detecting the 

disease with the image processing technology, the farmer 

can get to know the type of disease and can take 

precautionary measures. With this technology in vogue, 

The farmer can instantly identify the disease of the fruits in 

bulk quantity. It is imperative that, Agriculture is one of 

the biggest sector in Indian economy and this sector is 

undoubtedly the best employer of Indian industries. Infact, 

the industry of agriculture plays a vital role in enhancing 

the economy of the country. Comparing the cost of Indian 

agricultural product with the products in abroad, It is 

surprised to see that the cost of daily product like, rice, 

wheat, etc… in India is much cheaper than the cost of the 

same product outside the world. Hence, there is a lot of 

scope for export making the farmer to earn more money, 

thereby increasing the agricultural income for the nation.  

This proposed research talks about disease detection of the 

fruits by developing a CNN model.  The productivity of 

the cash crops like Apple, Grapes and Mango can be 

enhanced by using this model as this model can be used to 

detect the disease of the fruits instantly. In this proposed 

research, Apple fruit database has been considered for the 

purpose, to detect the disease as a means for research. The 

different types of diseases  an apple can get affected with 

the diseases are Blotch apple, Rot apple and Scab apple. If 

the apple has not affected with any of the disease, It is 

regarded as Normal apple. The fig:1 below shows different 

types of diseases of an apple.  

  

a) Blotch Apple 
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b) Rotten Apple 

         

c) Scab Apple 

   

d) Normal Apple 

Fig:1.Different types of diseases of an apple 

The Sooty blotch apple is a disease affected apple, in 

which small dots will appear on the surface of the apple 

and the fruit will be in light black in colour,  whereas the 

Scab apple will have dark patches on the its surface. Rotten 

apple is one, that has fungal disease with small dots appear 

on its surface.   

2. Literature Survey 

Earlier researchers have done a lot of research in detecting 

the disease of a fruit. Research that was carried out earlier 

has been given here. Hongjun wang, Qisong Mou, Youjun 

Yue, Hui Zhao[1] have developed a  model R-CNN in 

identifying the spots on the fruits. Prior to this research, 

Nivedita.R. Kakade, Dnyaneswar.D. Ahire. Ahire[2], have 

done research on grape leaf detection using deep learning 

techniques.   Kulkarni Anand H, Ashwin Patil RK [3] have 

developed a model on plant leaf disease detection using 

DL techniques. Recently, In the year 2020, Jamil Ahmad, 

Bilal Jan, Haleem Farman, Wakeel Ahmad, and Atta 

Ullah[4] have developed a CNN model for disease 

detection in PLUM under certain conditions. All these 

researchers have developed various models in trying to 

find the disease either for a fruit or for leaves. Our recent 

paper, A S Lalitha, K.Nagaswararao[5] titled “ Disease 

detection in fruits using deep learning”  have developed a 

CNN model fruit disease classification. There, we have 

taken into consideration of three different fruits. This 

current paper, we have taken only one fruit for disease 

detection by using RESNET model. 

 3.Convolution Neural Network  

A Convolutional Neural Network is a deep learning model 

and it is a type of feed forward neural network and is used 

for image recognition and processing because of its ability 

in identifying the patterns in images. By identifying the 

different patterns in the image, it can distinguish one image 

from another. It is a multilayered neural network  with 

different layers like input layer, outputlayer, convolution 

layer, max pooling layer and fully connected layer. The 

convolution layer is an important layer and it is responsible 

for computation. These layers are responsible for detecting 

the patterns in the input image. An important feature of 

CNN is that, it can detect the features automatically. 

Because of these features, CNN’s have been used widely 

image recognition tasks. CNN’s also have the capability to 

optimize the filters or kernels. The knowledge gained by 

the CNN model by giving images as input will be 

represented in the form of synaptic weights.  

4.  Tensor Flow  

Tensor Flow is a free and open source software library for 

machine and deep learning applications especially using 

dataflow graphs. Image classification can be done using 

neural network models using Tensor flow. Many different 

architectures of CNN can be developed using this 

framework. It has its applications in wide range of tasks 

and has a particular focus on training and inference on 

deep neural network. It uses Python as frontend API for 

building applications with the framework but it has several 

wrapper classes implemented in C++ and Java languages.  

5. Imagenet  

In this current research, Image net has been used as a 

database for the images. Different types of datasets have 

been considered for each type of the disease for the same 

fruit.., an Apple. ImageNet database has been considered 

for procuring images.  The database consists of 507 images 

consisting of Blotch, Normal, Rot and Scab apple fruits. 

Blotch apple consists of 149 fruits, Normal consists of 91 

fruits, Rot consists of 152 fruits and finally, Scab fruits 

consists of 113 fruits. This ImageNet database has been 

used by earlier researchers and played a very vital role in 

ascertaining the accuracy of the predictions by the model 

they have developed or used. This database is available for 

free for performing research. 

6. Convolution  

Convolutional Neural Network is a deep learning model 

and it performs an important function called convolution. 
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Convolution is  a method to be performed on the pixels of 

the input image to cutshort the outer layer of the image 

with a value using a filter called kernel. It performs the 

scalar product of the input image with the filter. This filter 

or the kernel is basically a 3x3,  4x4 or 5x5 image 

template. This filter is moved to different regions and 

compute all the scalar product  and eventually we get one 

image from this scalar product called output image. The 

filter/kernel is moved along the surface of the original 

image by one column or shift over to two columns.    

7. Softmax Function  

Activation function is very important to get to know the 

behavior of the network. Many activation functions can be 

used and some of the activation function are Sigmoidal, 

Relu,Tanh, Softmax and stepfunction. In this proposed 

research softmax activation function has been used for the 

purpose. These activation functions will make the neural 

network to perform machine learning tasks which involve 

nonlinear problems. The formula for softmax activation 

function is given below.  

                                   F(Z)= 
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This function takes a vector of K real values and outputs a 

vector K real values that sum to one. The output values 

generated by this function lie between 0 and 1. Hence, 

these values can be interpreted as probabilities. This 

function considers the maximum probability value and this 

value will be propagated to the next layers of the network.   

8.  Max Pooling  

Coordinating the result of each and every neuron in a 

group of neurons into a solitary result is called pooling. 

There are various types of pooling components: Min 

pooling and Max Pooling. Essentially a pooling activity 

chooses the most extreme component from the locale of 

the element map covered by the channel. The result of 

maxpooling layer would be a component map containing 

the most unmistakable elements of the past element map. 

This decreases the size of the information picture 

prompting the decrease in the intricacy of the organization 

as well as computational time. 

9. Different Layers Used in CNN Model  

Various layers have been utilized in the model and the 

conspicuous layers among them are Convolution layer, 

Maxpooling layer, Standardization, Actuation and 

afterward the outcome produced by the organization. A 

portion of the above layers have been tediously utilized in 

the model. The convolution of the picture lattice and the 

piece is viewed as the result signal. Max pooling is a 

significant layer and it is utilized to overlook the with 

lesser importance in their incentive for the impending 

layers. Standardization is a course of changing the scope of 

values the elements take. In picture handling, the pixels 

might take on values from 0 to 255. To make the scope of 

values the pixels take from 0 to 1, we partition every one 

of the upsides of the pixels by 255. This course of doing 

standardization is called bunch standardization and it 

makes the brain networks more steady and quicker. The 

enactment layer is a definitive layer utilized in the 

proposed model. In this layer, The first picture is separated 

into different pixels and portion of size 2x2 is thought of. 

This part is put on the first picture pixel values and the 

actuation capability is utilized to create the result from the 

neuron that will be engendered to different neurons in 

other layer. 

There are different layers thought about in the proposed 

model. They are smooth and thick layers. The smooth layer 

is utilized to change over complex clusters or lattices into 

single layered exhibits. The straighten capability is utilized 

for the reason. Thick layer is a layer where it comprises of 

set of hubs and it conveys the contribution to different 

hubs. This layer is capable to keep the information in 

various aspects. Every hub will place the information in 

various aspects. One hub can draw one choice limit, two 

hubs can draw two choice limit, etc. On the off chance that 

the result is more prominent than 0.5, the result is valid in 

any case the result is bogus. For Instance: On the off 

chance that the information network is: [ [3,4], [5,6] ] and 

the piece grid is : [ [1,0.5], [0.5,0.6] ] with an inclination of 

0 with enactment as straight. Consequently the result 

lattice is only the framework increase of the two grids. The 

result grid is: [[5, 3.9], [8, 6.1]].The worth 6.1 is gotten by: 

5*0.5 +6*0.6 = 6.1, which is general framework increase 

of 2*2 lattices. 

10. Results and Discussions  

The below snippets of code in Jupiter Notebook ( Python 

Programming) in Anaconda Navigator IDE. The local host 

server has been used to upload the images of the apples. 

The results have been given below. For training the model, 

119 blotch, 67 Normal, 114 rot and 85 Scab apples were 

used for training the model. For testing the model, 30 

apples of Blotch, 24 apples of Normal, 38 apples of Rot 

and 28 apples of Scab apples were considered for testing. 

Totally, 505 images were considered both for training and 

testing purposes.   

The code snippet for listing of files in the input directory is 

given below. 
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The code snippet for identifying the class names for the 

model is given below. 

 

The code snippet for identifying the minimum value of the 

model is given below. 

 

 

The code below gives how the data is fed to the model.  

 

The code for building of Resnet and Sequential model is 

given below. 

  

The source code below for training and validating the 

model is given below  

 

The source code for prediction of classnames has been 

given below 
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Similarly, the source code for finding the accuracy of the 

model is given below. 

  

The source code for test accuracy of the model is given 

below. 

 

11. Conclusions: 

This paper is basically about how a deeplearning model 

can be used to detect the disease of an apple.  The model is 

able to generate an accuracy of 78.76% with a loss value of 

0.6818 in detecting the disease of an apple. This paper has 

talked about an intelligent development of the prototype 

model for detecting a fruit diseases. The total number of 

epochs considered are 20 and it is assumed that, by using 

the above said model, The farmer can easily detect the 

disease in an easy and faster way. The loss value will 

decide how exactly or incorrectly the model behaves after 

each iteration. The loss has been calculated for both 

training and test sets and it is observed that loss value, we 

can predict the behavior of the model when it is fed the 

input to the model. It is basically the summation of errors 

made for each image in training and validation sets. 

Precision of the model is a level of how well the model can 

foresee the outcomes. The proposed model has created a 

precision of 78.76% as in out of 100apples, the model can 

foresee sicknesses of approaching 79apples accurately out 

of 100 apples and the rest ie., 21 apples have been 

anticipated as off-base outcomes. At long last, by fostering 

this model, we can affirm that the profound organization 

can be utilized in foreseeing the natural product sickness in 

a simple and effective manner. This model can be most 

certainly be coordinated into a portable application so 

every rancher can recognize the illness easily and in a 

helpful manner. 
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