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Abstract: Nowadays, social media platforms have played a significant role in disseminating information throughout the world without any 

hindrance. Some people take this opportunity to propagate fake news in order to make money, by damaging the reputations of others. To 

tackle this issue, we proposed a methodology for detecting fake news on social media. This methodology extracts a feature of TF-IDF using 

N grams and Word2Vec in two ways i) with stemming method ii) without stemming method. Both of the process is performed and they fed 

an into supervised machine learning algorithms (ML) such as logistic regression (LR), random forest (RF), support vector machine (SVM), 

gradient boosting (Grad), adaptive boosting (Adaboost), and stochastic gradient descent (SGD) to detect a fake information. Evaluation 

shows that the unigram gives a better result with random forest when compared to the bigram and trigram. All classification algorithms 

were outperformed by Trigram. Unigram is more exact both with and without a stemming method. Word2vec has lower accuracy to detect 

fake information in the given dataset. 
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1. Introduction 

In recent years, online platforms are mostly used to share 

the information from one person to others globally. Social 

media like Facebook, Twitter, Instagram and WhatsApp 

have a huge impact on people to make some decisions. 

Most of the decisions are taken based on the opinion of 

the person or the news but some people take this as an 

advantage to make profit. To identify fake news, First 

information needs to be verified before it spreads. Second, 

authentication and motivation of the news should be 

verified. 

Fake or phony information/ news: 

"Fake or dishonest information presented as a new article" 

is how fake news is defined. The news is based on some 

true news to either hurt or make people laugh, similar to 

memes. A variety of things can be considered "fake news," 

including satire, false connections, misleading content, 

false context, impostor content, manipulated content, and 

fabricated content.

 

1Assistant Professor, Department of Biotechnology, Willingdon College, 

Sangli 

madhura09k@gmail.com 

2Associate Professor, IT Department, Trinity College of Engineering and 

Research, SPPU Pune 

ravi.apare@gmail.com 

3Associate Professor, Department of Computer Science and Engineering, 

Vardhaman College of Engineering, Shamshabad, Hyderabad – 501218, 

Telangana 

gururajlkulkarni@gmail.com 

4Department of Computer Science and Engineering, Graphic Era Deemed to 

be University, Dehradun 

mukeshsingh.cse@geu.ac.in 

5Lloyd Institute of Engineering & Technology, Greater Noida 

apsvgi@gmail.com 

6 Department of Electrical Engineering, GLA University, Mathura 

krishnakant.dixit@gla.ac.in 

7Saveetha School of Engineering, Saveetha Institute of Medical and Technical 

Sciences, Saveetha 

University, Chennai, Tamilnadu 

deepakarun@saveetha.com 

8Saveetha School of Engineering, Saveetha Institute of Medical and Technical 

Sciences, Chennai, Tamilnadu 

*anuragshri76@gmail.com 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(21s), 592–599  |  593 

 

Fig 1. Types of False Information 

Today, we can disseminate false information at an 

unprecedentedly high rate and scale due to low-cost online 

platforms like social media and websites [1]. A study 

found that fake news has a 70% higher chance of 

spreading than legitimate news. The public's reaction to 

fake news frequently reflects negative feelings of surprise, 

fear, and disgust. People's daily lives are impacted by fake 

news, which also influences their beliefs and may cause 

them to make poor decisions by manipulating their 

thoughts and feelings. The spread of false information on 

social media has a negative impact on society in a variety 

of areas, including politics, economics, social issues, 

health, technology, and sports [2]. The features are crucial 

for spotting fake news, but the majority of them are 

irrelevant. Therefore, the feature of the Term Frequency-

Inverse Document Frequency with N-grams and 

Word2Vec will be the base of this work. 

The model uses various machine learning algorithms with 

semantic features to analyze online articles and compares 

Naive Bayes, Recurrent Neural Network (RNN), and 

random forest algorithms with varied linguistic features. 

TF and TF-IDF numerical features are extracted using 

semantic features. The correlated TF and TF-IDF features 

are calculated using N-grams. The performance of the 

model is increased by bigrams and random forests [3]. To 

detect fake news, the model used text-based news features 

without any other related metadata. Stylometric features 

are divided into three groups in this methodology. For 

feature extraction in word vectors, the model used a bag 

of words count, BOW, TFIDF, CBOW, and Skip gram 

(SG). Two techniques are used after obtaining vectors for 

each token in the vocabulary. The performance of BOW 

count and BOW TF-IDF is evaluated using random forest, 

naive bayes, and logistic regression in four scenarios. The 

boosting method uses a gradient boosting algorithm, 

which provides better accuracy than the other two 

ensemble methods [4]. Hadeer Amed, Issa Traore, and 

Sherif Saad [5] extracted N-gram, TF, and TF-IDF 

characteristics. In order to represent the relevant 

documents, a feature extraction matrix is created after 

retrieving N-grams. TF and TF-IDF feature extraction are 

used with various N-gram sizes (1000, 5000, 10000, 

50000) and classification algorithms. Marco L. Della 

Vedova, et al. [6] set the n size for n-gram features to 

seven, and every word in the documents was stemmed, 

with each text represented as a vector of TF-IDF 

frequencies on the stem's vocabulary. 

2. Methodology 

The proposed technique is the most effective at spotting 

fake news because it is based on an analysis of features. 

The TF-IDF and count vectorizer' features have already 

been studied [7]. 

This study incorporates Word2Vec and N-gram with TF-

IDF features. 
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Fig. 2 Proposed Methodology 

Proposed work algorithm: 

Step 1: Import libraries 

Step 2: Extract the dataset and read the csv data file. 

Step 3: Label true as 0 and false as 1. 

Step 4: Pre-process the data by removing 

punctuation, tokenization, stop-words, and 

applying porter stemmer method. 

Step 5: Apply features TF-IDF and Word2Vec to convert 

vector form. 

Step 6: Train the 80% of the data in an ML algorithm. 

Step 7: Test the 20% data for evaluating the model. 

Step 8: Accuracy score metrics are used to evaluate the 

model. 

3. Materials & Methods 

DATASET: The ISOT dataset, or fake and real news site 

Kaggle, is where the data was gathered. With 44898 rows, 

the dataset has four columns: title, text, subject, and date. 

Two CSV files, one fake and one true, are used to separate 

the dataset. The real CSV file has 21418 rows, but the 

fraudulent one has 23524 rows. There are 44942 rows total 

in the csv file, 44 of which are null values. Government 

news, Middle East news, US news, political news, and 

global news are all included in the article. The dataset is 

divided into two parts: training (80%) and testing (20%). 

Table1. Types of Articles in ISOT Dataset 

 

Table 2. The Description of fake and real dataset 

Column Description 

Title The title of the article 

Text The text of the article 

Subject The subject of the article 

Date The date at which the article was posted 

 

Data Preprocessing: Social media data is largely 

unstructured, so it needs to be pre-processed. The majority 

of them involve casual language, including slang, typos, 

and poor grammar. It is essential to establish methods for 

resource utilization so that decisions may be made with 

knowledge in the quest for improved performance and 

dependability. Data needs to be cleaned before it can be 

used for predictive modeling in order to yield better 

insights. The news training data were subjected to some 

basic pre-processing for this purpose [8]. The components 

of this stage were 
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Fig 3. Preprocessing 

Data Cleaning: Cleaning up the text data is crucial for 

identifying features that are going to be required by the 

machine learning system. 

Remove punctuation: The punctuation removal approach 

will help treat all text equally. 

Tokenization: Tokenization is the process of separating a 

statement into phrases, symbols, words, or other 

significant parts called tokens. Tokenization is typically 

used to identify meaningful keywords. 

Remove stop-words: Many terms in papers recur quite 

frequently. However, the words are basically worthless as 

they're employed to link words together in a sentence. 

Stemming: Stemming is the method of combining the 

different forms of a phrase into a common representation, 

the stem. The fundamental objective of stemming is to 

lower the frequency of derived terms. For example, terms 

such as hack, hacked, and hacking will be reduced to their 

lemma, which is the word hack. For this purpose, we 

employed the Porter stemmer method, which has become 

the most common stemming algorithm. 

Feature Extraction: 

TF-IDF with N grams are used to extract features for the 

ML models and generate feature matrix. To analyze the 

context of the text, we applied various forms of N-gram 

method, ranging from n1 to n2(i.e., Unigram and bi-gram). 

TF-ID assigns a weight to each word describing the 

relevance of the term in the document and corpus. 

Word2Vec is used to extract features for the machine 

learning (ML) models and assign each word as a vector. 

The one bit in a vector is one. The main benefit of a word 

vector is that it captures both the position and meaning of 

the words in a text. Word2vec identifies a word in the 

context of the content, as well as lexical and synthetic 

matching and the link between other words. Word2vec is 

a commonly used neural network model for acquiring 

word embedding by utilizing text as an input. It produces 

a low-dimensional vector of the words that exist in the text 

corpus. 

ML Algorithms: A supervised machine learning 

algorithm is implemented to train and evaluate the model 

for analyzing the attributes to identify fake news and 

increase its accuracy. A total of six ML algorithms is used 

to classify the news as bogus or authentic. They are 

logistic regression, random forest, support vector 

machine, ada boost, stochastic gradient descent classifier, 

and gradient boosting [7], [9]. 

4. Results & Discussion 

The proposed work evaluated the features of TF-IDF with 

N grammes and W2V. Both aspects of TF-IDF and 

Word2Vec have been evaluated with or without stemming 

procedures. 

Table 3. TF-IDF (With or without stemming process) 

Algorithm Without stemming With Stemming  

unigram bigram trigram unigram bigram trigram 

LR 98.85% 98.72% 96.61% 98.5% 98.61% 96.36% 

RF 99.71% 98.52% 96.16% 99.62% 98.49% 96.01% 
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SVM 99.51% 99.16% 97.31% 99.28% 98.94% 96.85% 

Grad 99.48% 93.14% 82.05% 99.47% 92.14% 81.41% 

Ada 99.54% 94.34% 81.14% 99.45% 93.4% 80.77% 

SG 99.19% 98.86% 96.49% 98.92% 98.71% 96.33% 

Table 3 shows TF-IDF with N grams (unigram, bigram, trigram) evaluated with max feature of 15000. 

 

Fig 4. Result of TF-IDF without stemming 

 

Fig 5. Result of TF-IDF with stemming 

Both fig 4 & fig 5 shows that the TF-IDF (with or without stemming) with a unigram of Random Forest achieved better 

accuracy 99.71% and 99.62%. 

Table 4. Word2Vec (With or without stemming process) 

Algorithm Word2Vec 
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Without Stemming With stemming 

LR 59.5% 54.18% 

RF 83.62% 88.66% 

SVM 82.5% 85.68% 

Grad 84.35% 87.09% 

Ada 79.32% 81.55% 

SGD 51.31% 54.23% 

 

 

Fig 6. Result of Word2Vec 

Word2Vec features analyze two phases: i) without 

stemming and ii) with stemming, which are shown in 

Table 3. In the first phase, without stemming, linear 

models achieved LR-59.5% and SGD-51.31%. Ensemble 

models of RF obtained 83.62%, Ada 99.5%, and Grad 

79.32%. Support vector machine obtained 82.5%. In the 

second phase, with the stemming approach, linear models 

achieved LR-54.18% and SGD-54.23%. Ensemble 

models of RF reached 88.66%, Ada-81.55%, and Grad-

87.09%. Support vector machine obtained 85.68%. 

In N-grams, the unigram achieves a much better outcome 

when compared to the bigram and trigram. Trigram 

outperformed all classification algorithms. Unigram is 

more precise with and without the stemming process. 

Word2vec provides poorer accuracy. SVM takes a shorter 

time in TF-IDF for N-grams compared to TF-IDF and the 

count vectorizer [7], but in word2vec it consumes more. 

TF-IDF of a unigram with Random Forest generated a 

higher accuracy of 99.71%. 

5. Conclusion & Future Work 

This research investigates a machine-learning algorithm to 

focus on false news detection algorithms utilizing a 

supervised approach. We applied a classification 

algorithm for training and testing purposes that includes 

logistic regression, random forest, support vector 

machine, gradient boosting, ad boosting and stochastic 

gradient descent classifier. The evaluation of the model 

using ISOT datasets gave an accuracy of 99.71%. In the 

future, to identify the fake news update to date, we will 

build our own dataset that can update the latest news for 

our machine to train. All the live news and latest data will 

be kept in a database using a web crawler and an online 

database. 
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