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Abstract: The paper focuses on real-time anomaly detection in big data streams, discussing the machine learning techniques as well as 

performance evaluation. Different outlier detection methods, including Isolation Forest, Local Outlier Factor, Support Vector Machine and 

Elliptic Envelope, are considered and analyzed relying on a dataset of financial transactions. The analysis is made up of the visualization of 

data distributions, correlation matrices and metrics like accuracy and classification reports. The findings reveal varying performance levels 

among the methods pointing out the significance of choosing appropriate techniques for effective anomaly detection in dynamic data 

environments. This paper adds to the knowledge of outlier detection in big data streams and provides valuable insights for future studies. 
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1. Introduction 

Big data analytics research is inadequate without real-time 

inconsistency location, which remains a major 

impediment. Modern state-of-the-art machine learning 

strategies to productively and on the spot identify 

undesirable patterns in enormous, ever-flowing data. The 

consolidating of expanding amounts of information with 

the requirement for quick understanding has incited 

investigation into machine learning strategies that 

empower this errand. This investigates the scene of real-

time inconsistency discovery in expansive data streams. 

Moreover, investigates a wide extent of machine learning 

methods, i.e. directed, unsupervised and semi-supervised 

models. The viability of these strategies is completely 

assessed through a system execution assessment that 

incorporates accuracy, precision and computational 

productivity, among others.  

Aim and Objective 

Aim  

This study intends to investigate and evaluate the machine 

learning methods for real-time anomaly detection of data 

streams. 

Objective 

The main purpose of this study includes exploring different 

types of supervised, unsupervised, as well as semi-

supervised techniques. This assesses their performance 

metrics and determines their adaptability to dynamic data 

environments. 

2. Related Works  

1Clustering-based Real-time Anomaly Detection in Big 

Data Technologies 

AriyaluranHabeeb et al. (2022) significantly improves big 

data technology. The study presents a one-of-a-kind strategy 

that employments clustering strategies to rapidly recognize 

unusual designs in data. The proposed strategy bunches data 

focuses based on likeness, which permits the detection of 

exceptions and deviations from the standard. Through 

viable tests, the authors illustrate the viability of their 

approach and its capacity to distinguish outliers in a few 

real data sets. This work gives a new and interesting point 

of view to the continuous debate approximately real-time 

anomaly detection utilizing clustering strategies to extend 

the productivity and accuracy of anomaly detection in big 

data situations. 
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Fig 1: Framework for real-time anomaly detection 

These huge assessments highlight the various strategies 

and methods used to recognize abnormalities in gigantic 

data streams ceaselessly [1]. From sweeping concentrates 

that give a total framework of existing ways of managing 

creative strategies that push the limits of standard 

anomaly detection methods, the composing offers an 

overflow of encounters and advances. Expanding on the 

foundations spread out by these assessments, researchers 

continue to search for new ways and methods to address 

the troubles of steady anomaly detection in the time of big 

data. presents an imaginative gathering-based procedure 

for consistent anomaly detection in big data technologies. 

Using clustering algorithms, the philosophy recognizes 

particular models in a data stream constantly. Gathering 

data shines considering similarity allows the detection of 

peculiarities and deviations from conventional approaches 

to acting. This imaginative strategy is committed to 

chipping away at the proficiency and exactness of 

anomaly detection in strong and high-volume data 

conditions ordinary in big data technologies. 

2. Online Anomaly Detection over Big Data Streams 

The investigation of Rettig et al. (2019) on online 

anomaly detection over big data floods of information 

uncovers significant data and important illustrations for 

undertakings brought into the world from huge 

information.The fundamental objective of the venture is 

to fabricate algorithms that can recognize anomalies in 

real-time, move to data stream and give real-time realities 

to chiefs [2]. This strategy utilizes both versatile 

algorithms and machine learning, extraordinarily intended 

for online handling, to identify anomalies at a beginning 

phase, even in exceptionally factor data streams. The 

review features the job of data proficiency and 

adaptability in overseeing gigantic measures of data in the 

present data organizations and exhibits the requirement 

for lightweight and adaptable anomaly detection techniques. 

 

Fig 2: Online Anomaly Detection 

The obstacles inherent in the active nature of large-scale 

data streams such as the usual bunch processing methods 

often fail due to the timing and mobility requirements, they 

have been those presented by Rettig et al. (2019) [3]. A new 

set of methods is introduced in this paper. These methods 

permit continuous observation and identification of 

deviations as information streams, which in turn makes it 

possible to require preventative steps and moderate potential 

threats in genuine minutes. The authors' methodology 

appears to be successful in an assortment of areas, such as 

the healthcare industry, financial administration, and 

cybersecurity, through the utilization of experimental 

evaluations and case studies. 

3. Methods and Materials 

1. Data Collection and Preprocessing 

The validity and reusability of the credit card transaction 

dataset are ensured by a rigorous methodology applied in 

the “Data Collection and Preprocessing” phase of the 

review. Data collection begins with gathering the raw 

transactional data from credible sources adhering to ethical 

norms and complying with data security laws [4]. The data 

set also involves very many varying tradeoffs of the actual 

and counterfeit trades which will therefore create wide 

research in techniques for detection of disparities. The raw 

dataset is thoroughly preprocessed after collection to be 

ready for the subsequent analysis. 

The preprocessing stages contain several primary systems 

for cleaning, refining and the quality and utility of 

bifurcating the data to process it. The underpinning stage 

encompasses the defining proof and elimination of duplicate 

trails within the dataset, relieving literal repetitiveness and 

boosting computational efficiency. After the disposal of 

duplicates, the dataset is subjected to a rigorous data-

cleaning methodology to deal with any inconsistencies, 

errors, or missing values which may distort the analysis. 
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Fig 3: Data Collection and Preprocessing Process 

This comprises looking at every quality or element within 

the dataset and utilizing proper methods to deal with 

missing or wrong data points. Some attribution methods, 

e.g. mean, middle or mode replacement can be used to 

replace the missing values, warranting coherence and 

completeness in the dataset. Consider feature delineation 

originates as one significant point in the preprocessing 

stage, comprising the detection and extraction of those 

attributes, mainly responsible for the problem of 

classification [5]. It covers the process of getting 

experiences through EDA on the loops, correlations, and 

significances of different features within the dataset. 

Highlights considered insignificant or repetitive are 

pruned from the dataset, smoothing out the investigation 

and reducing the computational over. All through the 

information preprocessing organized, extreme quality 

control measures are executed to preserve the reliability, 

accuracy, and consistency of the dataset. Thorough 

endorsement checks are coordinated at each move toward 

recognizing and changing any anomalies, irregularities, or 

data uprightness that might think twice about the 

authenticity of the examination [6]. The dataset is refined 

into spotless, organized, and standardized, prepared for 

total examination and irregularity identification by staying 

to generous preprocessing traditions. 

2. Outlier Detection Methods 

In this section, various outlier detection methods are 

employed to identify fraudulent transactions within the 

dataset. Each method is described below along with its 

corresponding pseudocode; 

Isolation Forest Pseudocode 

Isolation Forest is an unsupervised outlier detection 

algorithm that isolates anomalies by randomly selecting a 

feature and then randomly selecting a split value between 

the maximum and minimum values of the selected feature 

[7]. It is effective in isolating anomalies in sparse high-

dimensional spaces which make it suitable for detecting 

outliers in large datasets. 

“1. function IsolationForest(X, n_estimators, 

max_samples, contamination): 

2.     Initialize a list of isolation trees T = [] 

3.     for i in range(n_estimators): 

4.         Sample a random subset S from X with 

size max_samples 

5.         Build an isolation tree T_i using the 

samples in S 

6.         Add T_i to the list of trees T 

7.     end for 

8.     Initialize scores array scores = 

zeros(len(X)) 

9.     for each isolation tree T_i in T: 

10.        Compute the anomaly score for each 

data point in X using T_i 

11.        Update the scores array by adding the 

anomaly scores 

12.    end for 

13.    Normalize the scores by dividing by the 

number of trees 

14.    Identify outliers by comparing the 

normalized scores to the contamination 

threshold 

15.    Return a binary array indicating whether 

each data point is an outlier or not 

16. end function 

” 

Local Outlier Factor (LOF) Pseudocode 

Local Outlier Factor (LOF) is a local density-based 

approach to outlier detection which measures the density 

discrepancy between a data point and its neighbors [8]. It 

figures outliers by checking the density of data points in 

their local neighborhood to the density of their neighbors, so 

enabling the detection of anomalies in regions of variable 

densities. 

“1. function LocalOutlierFactor(X, 

n_neighbors, algorithm, leaf_size, 

contamination): 

2.     Initialize a list of LOF scores for each data 

point 

3.     for each data point x_i in X: 

4.         Find the n_neighbors nearest neighbors 

of x_i using algorithm and leaf_size 

5.         Compute the local reachability density 

(lrd) of x_i based on its neighbors 

6.         Compute the local outlier factor (LOF) 

of x_i based on lrd values of its neighbors 

7.         Add the LOF score of x_i to the list of 
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LOF scores 

8.     end for 

9.     Normalize the LOF scores to range 

between 0 and 1 

10.    Identify outliers by comparing the 

normalized LOF scores to the contamination 

threshold 

11.    Return a binary array indicating whether 

each data point is an outlier or not 

12. end function 

” 

Support Vector Machine (SVM) Pseudocode 

Support Vector Machine is a supervised outlier detection 

method which differentiates data points in separate 

categories using a hyperplane [9]. In SVM, outlier 

detection means finding data points situated most distant 

from the separating hyperplane; such points are classed as 

outliers. 

“1. function OneClassSVM(X, kernel, nu, 

gamma): 

2.     Initialize the SVM model with parameters 

kernel, nu, and gamma 

3.     Fit the SVM model on the input data X 

4.     Predict the labels for the input data X 

5.     Return the predicted labels, where 1 

indicates an inlier and -1 indicates an outlier 

6. end function 

” 

Elliptic Envelope Pseudocode 

The Elliptic Envelope algorithm fits an ellipse to the central 

data points, assuming that the majority of the data points are 

from the same Gaussian distribution [10]. Outliers are 

identified as data points that fall outside the elliptic 

envelope, making this method effective for detecting 

outliers in multivariate data with a Gaussian distribution. 

“1. function EllipticEnvelope(X, 

contamination): 

2.     Initialize the Elliptic Envelope model with 

the contamination parameter 

3.     Fit the Elliptic Envelope model on the 

input data X 

4.     Compute the Mahalanobis distances of 

each data point in X 

5.     Identify outliers based on the Mahalanobis 

distances and the contamination threshold 

6.     Return a binary array indicating whether 

each data point is an outlier or not 

7. end function” 

 

3. Evaluation Metrics and Analysis 

The different measurements within the “Evaluation 

Metrics and Analysis” section are utilized to assess the 

execution of exception location strategies against the 

capacity to distinguish false exchanges [11]. These 

measurements deliver experiences into the effectiveness 

and constancy of the strategies in recognizing the 

inconsistencies inside the dataset. Key evaluation 

measurements incorporate; 

Outlier 

Detection 

Method 

Type 
Key 

Characteristics 

Isolation 

Forest 
Unsupervised 

Randomly 

selects features 

and split values. 

    

 Isolates 

anomalies in 

sparse high-

dimensional 

spaces. 

    

Suitable for 

detecting 

outliers in large 

datasets. 

Local 

Outlier 

Factor 

(LOF) 

Density-

based 

Measures local 

density 

deviation of 

data points. 
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Compares 

density to 

neighbors for 

outlier 

detection. 

    

Effective in 

identifying 

anomalies in 

varying 

densities. 

Support 

Vector 

Machine 

(SVM) 

Supervised 

Separates data 

points using a 

hyperplane. 

    

Identifies 

outliers farthest 

from the 

separating 

hyperplane. 

    

Can handle 

high-

dimensional 

data. 

Elliptic 

Envelope 
Parametric 

Fits an ellipse 

to central data 

points. 

    

 Assumes the 

majority of data 

follows 

Gaussian 

distribution. 

    

 Effective for 

multivariate 

data with 

Gaussian 

distribution. 

 

Accuracy 

Accuracy may be a principal metric that measures the 

generally rightness of the outlier detection demonstrates 

[12]. It is calculated as the proportion of accurately 

recognized exceptions to the whole number of information 

focuses. The accuracy condition is communicated as 

Accuracy= (True Positives + True Negatives)/Total Data 

Points 

Precision 

Precision measures the proportion of correctly identified 

outliers among all data points labeled as outliers by the 

model [13]. It focuses on the correctness of positive 

predictions. Precision is calculated as 

Precision = True Positives / (True Positives + False 

Positives 

Recall (Sensitivity) 

Recall, also known as sensitivity, quantifies the ability of 

the model to correctly identify all actual outliers in the 

dataset. It measures the completeness of positive 

predictions. Recall is computed as 

Recall = True Positives = (True Positives + False 

Negatives) 

F1 Score 

The F1 score is the harmonic mean of precision and recall, 

providing a balanced assessment of the model's performance 

[14]. It combines precision and recall into a single metric, 

making it suitable for evaluating models with imbalanced 

classes. The F1 score is given by; 

F1 Score = 2 * (Precision  * Recall) / (Precision + Recall) 

4. Experiments 

Results and Analysis 

 

Fig 4: Display Dataset 

The above figure appears to show containing rows and 

columns of numbers. There are 14 columns and 11 rows of 

data. The far left and top rows contain labels for the data. 
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Fig 5: Dataset Information 

A table summarizing a dataset by the function of 

“data.info ()” which is shown in the above figure. It 

shows 284,806 entries with 31 features (columns) such as 

V1, V2, V3 and so on. 

 

Fig 6: Dataset Description 

The table shows descriptive statistics by the function of 

“data.describe” for a dataset with 284,806 entries and 31 

features which are shown in the above figure. 

 

Fig 7: Null value check 

This figure shows the checks for missing values in a dataset 

named "data" and show that there are no missing values in 

the dataset. 

 

Fig 8: Column Name 

This figure shows the column name which is present in the 

dataset called “data”. 

 

Fig 9: Transaction Class Distribution 

The graph shows the distribution of transaction classes, with 

many more normal transactions than fraudulent ones which 

is shown in the above figure. 

 

Fig 10: Histogram of Transaction Amounts 

The figure shows a histogram of transaction amounts, with 

most transactions being between $0 and $5,000. There are 

fewer transactions as the amount increases where the x-axis 

contains the amount and the y-axis contains the frequency. 
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Fig 11: Transaction Amounts by Class 

The boxplot shows transaction amounts are higher in the 

"Fraud" class than in the "Normal" class where the x-axis 

represent the class and the y-axis represents the amount. 

 

Fig 12: Time Distribution of Transactions 

The graph shows a peak in transaction frequency around 4 

PM, with fewer transactions earlier and later in the day. 

 

Fig 13: Pair plot for Features 

The pair plot visualizes relationships between several 

features, with "Amount" colored by class. 

 

Fig 14: Kernel Density Estimation (KDE) Plot of 

Transaction Amounts by Class 

The graph shows the probability density of transaction 

amounts by class, with more normal transactions than 

fraudulent ones. Here the x-axis reflects the amount and the 

y-axis reflects the Density. 

 

Fig 15: Distribution of Features for Normal vs. Fraudulent 

Transactions 

The above figure shows the distribution of features dataset 

with 284,806 entries and 14 features, possibly representing 

financial transactions. 

 

Fig 16: Real-time Anomaly Detection 

A real-time anomaly detection graph. It shows the number 

of anomaly events detected over time, with a horizontal axis 

representing time and a vertical axis representing the 

number of anomalies. The graph also includes a dashed line 

that seems to represent a threshold for anomaly detection. 
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Anomalies are likely flagged when the number of events 

exceeds the threshold. 

 

Fig 17: Statistics for Normal Transactions 

According to the above figure shows descriptive statistics 

for transaction amounts, with most transactions under 

$100 and a few very large ones. 

 

Fig 18: Statistics for Fraudulent Transactions 

The above figure shows summary statistics for fraudulent 

transactions, with an average amount of $122 and a 

maximum of $2125.87. 

 

Fig 19: Amount per transaction by class 

The above graph shows the average transaction amount 

by class, with fraud transactions much higher than normal 

transactions. 

 

Fig 20: Time of transaction vs Amount by class 

This graph shows the distribution of transaction amounts, 

with fraudulent transactions being more likely for higher 

amounts. 

 

Fig 21: Scatter plot of trace 

The scatter plot shows a positive correlation between 

amount and time , with higher income associated with older 

amount which is shown in the above figure 

 

Fig 22: Outlier fraction and no of Fraud and Valid 

Transaction cases 

The above figure shows the outlier fraction and counts fraud 

and valid transactions in a dataset. Here outlier fraction is 

0.00165, the count of fraud cases is 47 and the valid case is 

28434. 

 

Fig 23: Correlation Matrix 
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This figure shows the correlation matrix of the outlier 

function and transactions for anomaly detection in the big 

data stream. 

 

Fig 24: Accuracy of Isolation Forest 

This figure shows the accuracy of the isolation forest 

scoring 274 and the accuracy score is 99% approximately. 

 

Fig 25: Accuracy of Local Outlier Factor 

This figure shows the metrics detail of the LOF and the 

accuracy score of the LOF is 98% approximately. 

 

Fig 26: Accuracy of SVM 

This figure shows the accuracy of the SVM model and the 

accuracy score is 70% approximately. 

 

Fig 27: Accuracy of Elliptic Envelope 

This figure shows the accuracy of the elliptic envelope and 

the whole classification report. Hence the accuracy score of 

the envelope is 99% in approx. 

 

Fig 28: Comparison of Outlier Detection Methods 

This figure shows the comparison of the outlier detections 

based on the number of errors with several types of models 

used here. 

 

Fig 29: Comparison of Outlier Detection Methods - 

Accuracy 

This figure shows the outlier decision comparisons in terms 

of accuracy with the bar plot based on the different types of 

models used here. 

Comparison to Related Work 

Correlation with related works features significant 

similarities and contrasts in methodology and execution. 

Although past studies might have utilized comparable 

outlier detection methods such as isolation forest and local 

outlier, contrasts in dataset characteristics and preprocessing 

methods might prompt various outcomes [15]. Moreover, 

propels in ML algorithms and information handling 

methods can further develop precision contrasted with past 

exploration. Generally, the correlation features the 

significance of considering setting explicit factors and 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(21s), 915–924  |  924 

advancing systems while assessing and deciphering the 

consequences of anomaly detection studies. 

5. Conclusion and Discussion 

The exhaustive analysis and assessment of anomaly 

detection methods with regard to real-time anomaly 

detection in enormous data streams gives important data 

about their viability and productivity. This correlation of 

various methodologies, including isolation forests, local 

bias, support vector machine, and elliptic envelope, 

features their assets and impediments in identifying 

oddities in financial transaction data. While certain 

methods show high exactness and power, others might 

battle with specific sorts of irregularities or have lower 

execution. The conversation features the significance of 

picking proper anomaly detection methods in light of the 

particular characteristics of the dataset and the ideal trade-

offs between precision, computational intricacy and 

interpretability. Future examination could investigate 

mixture draws near or new techniques to additionally 

further develop anomaly detection in unique and high-

layered data conditions. 
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