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Abstract: A brain tumor is an abnormal growth in the brain or spinal canal, classified as benign or malignant. MRI is crucial for 

diagnosis, especially in distinguishing between conditions like glioma, meningioma, non-tumor cases, and pituitary conditions. 

Manual interpretation by radiologists, the traditional method, is time-consuming, subjective, and prone to error. AI models are 

essential for improving brain tumour diagnosis accuracy, consistency, objectivity, and early detection. This leads to better patient 

outcomes and more efficient healthcare delivery.  This research aim to develop an AI based diagnosis model named BTuNet to 

classify the MRI brain image like glioma, meningioma, non-tumor cases, and pituitary conditions. The research employs a 

Gaussian filter for preprocessing and utilizes BTuNet for feature extraction and classification. The outcomes show that the 

proposed BTuNet achieves superior performance in classifying MRI brain images in all the measures employed, especially with 

an accuracy of 98%, surpassing other state-of-the-art techniques. The research contributes valuable insights, enhancing diagnostic 

tools and methodologies, with potential benefits for timely medical interventions and improved patient outcomes. 

 

Keywords: brain tumor, MRI images, BTuNet, glioma, meningioma, non-tumor cases, and pituitary, VGG-19, Long short-term 

memory. 

 

1. Introduction 
For an early diagnosis and treatment planning, brain 

tumor detection and analysis are essential. Over the 

years, extensive research and procedural development 

have been undertaken in this field [1]. Since the 

precision of tumor detection is crucial, a number of 

segmentation algorithms have been created to 

improve the classification accuracy of brain tumor [2, 

3].  Brain image segmentation remains a complex and 

challenging task within the domain of medical image 

processing [4]. Despite advancements in brain tumor 

detection, there is a continued need for more effective 

and automated systems to improve accuracy [5].  

Traditional methods of manual inspection of MRI 

images are time-consuming and subject to human 

error [6].  Automated systems, driven by 

advancements in image processing and machine 

learning [7], have emerged as promising solutions to 

enhance the efficiency and accuracy of brain tumor 

detection [8].  

. 

Developing an extremely effective AI-based 

diagnostic model for the categorization of MRI brain 

images is the main objective of this research [9, 10]. 

The focus is specifically on accurately categorizing 

diverse conditions including glioma, meningioma, 

non-tumor cases, and pituitary conditions [11, 12]. 
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The methodology adopted in this research follows a 

multi-step process, commencing with the application 

of a Gaussian filter for preprocessing MRI images 

[13]. The research endeavors to construct an AI-based 

diagnostic model, termed BTuNet, which is a fusion of 

CNN using the VGG-19 architecture [14] and RNN 

[15]. This integrated model is designed for the precise 

classification of MRI brain images.  

This research is important because it may transform 

brain tumor early diagnostics by providing a reliable 

and effective automated method. The developed 

system not only addresses the challenges associated 

with manual analysis but also contributes to the 

broader field of medical imaging and artificial 

intelligence. The outcomes of this study are expected 

to enhance the accuracy of brain tumor diagnosis, 

ultimately leading to enhanced patient outcomes and 

more effective treatment strategies [16].  

The remaining sections of the paper are organized as 

follows: Section 2 provides a literature review, while 

Section 3 presents a detailed explanation of the 

proposed BTuNet. Section 4 discusses the results and 

their interpretation. Finally, the research concludes with 

a dedicated conclusion section, followed by the 

references. 

 

 Literature Review 

A literature review serves as a crucial step in the 

research process, guiding the development of new 

insights, methodologies, and technologies in the 

domain of MRI brain tumor classification. It provides 

a comprehensive understanding of the current state of 

the field and lays the groundwork for advancing 

research in this critical area of medical imaging. This 

literature review provides valuable insights into recent 

advancements in the classification of MRI brain 

images, specifically focusing on brain tumor detection.  

Vankdothu et al. [17] (2022) present an automated 

scheme that incorporates adaptive filtering, improved 

K-means clustering, and deep learning utilizing 

Recurrent Convolutional Neural Networks (RCNN). 

The proposed method achieves superior outcomes in 

classifying gliomas, meningiomas, non-tumors, and 

pituitary tumors, outperforming existing methods with 

an accuracy of 95.17%. 

For accurate brain tumor classification and 

segmentation, Masood et al. [18] (2021) suggest a 

bespoke Mask Region-based Convolution Neural 

Network (Mask RCNN) with a densenet-41 backbone. 

The model achieves 96.3% segmentation accuracy and 

98.34% classification accuracy, showing improved 

resilience over the state-of-the-art methods. 

Amin et al. [19] (2020) present an automated method 

for differentiating between cancerous and non-

cancerous brain MRI images using Support Vector 

Machine classification. The proposed framework 

achieves an average accuracy of 97.1%, 0.98 area 

under the curve, 91.9% sensitivity, and 98.0% 

specificity, offering improved accuracy and efficiency 

compared to existing approaches. 

Pareek et al. [20](2018) present a method utilizing 

supervised classification and textural feature extraction 

for the identification and categorization of brain 

tumors. The experimental results show that the Kernel 

Support Vector Machine (KSVM) achieves an 

impressive 97% accuracy, providing a reliable method 

for tumor classification. 

Xie et al. [21] (2022) introduces the Zebra 

Optimization Algorithm (ZOA), inspired by the 

foraging and defense behavior of zebras. ZOA is 

assessed utilizing a variety of benchmark functions and 

is mathematically modeled. It outperforms nine other 

methods. Additionally, ZOA's effectiveness is tested 

on real-world engineering design problems, 

showcasing its capability in optimizing design 

variables when compared to competitors. 

These studies reveal the continuous advancements in 

AI-based diagnostic models for MRI brain image 

classification, showcasing improved accuracy, 

efficiency, and robustness in the detection and 

classification of brain tumors. The insights gained from 

this literature review inform the development of the 

proposed AI-based diagnostic model in this research, 

contributing to the ongoing progress in the field. 

 

 Proposed Methodology 

The primary objective of this research is to create a 

highly efficient AI-based diagnostic model tailored for 

classifying MRI brain images, specifically targeting 

different conditions such as glioma, meningioma, non-

tumor cases, and pituitary conditions. As illustrated in 

Fig. 1, the overall research flow for MRI brain image 

classification encompasses multi-step process, starting 

with the utilization of a Gaussian filter for 

preprocessing the MRI images. This preprocessing step 

is vital for refining and improving the quality of the 
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input data, reducing noise, and enhancing the 

overall efficacy of subsequent analyses.  

Following the preprocessing phase, the research 

utilizes the proposed BTuNet for feature 

extraction and classification. BTuNet is a 

sophisticated model that combines elements of 

Convolutional Neural Network (CNN) [22, 23], 

specifically VGG-19 architecture, and Recurrent 

Neural Network (RNN), signified by the Long 

Short-Term Memory (LSTM) network [24]. This 

hybrid structure is designed to leverage the 

strengths of both CNN, which excels at image 

feature extraction, and RNN, known for its ability 

to capture sequential dependencies and patterns 

within data. The CNN component (VGG-19) [25] 

is adept at automatically identifying and 

extracting intricate visual features from the 

preprocessed MRI images. The LSTM network 

contributes to a more thorough understanding of 

the image data by capturing temporal 

dependencies and sequential information 

simultaneously. By combining these two neural 

network architectures, BTuNet aims to provide a 

nuanced and detailed analysis of MRI brain 

images, enhancing the model's capacity to 

accurately classify diverse brain conditions. 

 
Fig. 1. Overall Research Flow for MRI Brain 

Image Classification 

 Dataset Description 

The dataset is sourced from Kaggle's Brain 

Tumor MRI Dataset, designed for the 

classification of brain tumors. It comprises 7023 

human brain MRI images categorized into four classes: 

glioma (1621 images), meningioma (1645 images), 

non-tumor (2000 images), and pituitary (1757 images). 

80% of the dataset is utilized for training purposes, 

while the remaining 20% is utilized for testing.  

 Preprocessing  

Preprocessing is mainly utilised to improve image 

quality, fix flaws, and get the data ready for later 

processes like feature extraction and classification. A 

Gaussian filters [26], employed in the preprocessing of 

MRI brain images, is a mathematical function that 

smoothens and reduces noise in the images. By 

applying a weighted averaging technique based on a 

bell-shaped curve, the filter helps enhance the overall 

quality of the images. The use of a Gaussian filter is 

particularly valuable in tasks such as tumor detection, 

aiding in the standardization of image quality and 

preventing overfitting in subsequent analysis or 

machine learning models. In this study, a Gaussian 

filter is employed to reduce error. Consider the input 

image A (i, j) which consists of some noises, to 

eliminate the noise present in the image, a Gaussian 

filter f(u, v) is applied. The mathematical expression is 

given in Equation (1). 
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       (2) 

In Equation (2), u represents the horizontal distance, v 

represents the vertical distance and σ is the standard 

deviation. Fig. 2 showcases sample MRI brain images 

from four classes (glioma, meningioma, non-tumor 

cases, and pituitary) along with the corresponding pre-

processed images using a Gaussian filter. Additionally, 

the figure includes the histogram chart for reference. 

 Original image 

    

Gaussian filtered image 
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Histogram 

    

Fig. 2.  Sample database images 

 

 Brain Tumor Network (BTuNet)  

BTuNet, a fusion of Convolutional Neural 

Network (VGG-19) and LSTM, presents several 

advantages for brain tumor classification. By 

combining spatial and temporal analysis, it 

comprehensively extracts features from MRI 

images, leading to enhanced accuracy in 

distinguishing various tumor types. Its capacity to 

handle sequential data, crucial in medical 

imaging, allows for effective analysis of tumor 

progression over multiple scans. BTuNet's 

adaptability and specialized approach make it 

well-suited for medical imaging tasks, 

demonstrating robust classification performance 

and generalization across diverse datasets. 

 

 Feature Extraction 

Feature extraction is crucial in applications where 

the original data is complex and contains more 

information than needed for a specific task. By 

focusing on relevant features, subsequent 

classification becomes more efficient and 

accurate. The extracted features from MRI brain 

images are used to train the LSTM model for 

tumor classification. This research incorporates 

VGG-19, convolutional neural network 

architecture renowned for its depth and 

uniformity, frequently employed for feature 

extraction and classification. The preprocessed 

images traverse the 19 layers, including 

convolutional and pooling layers, capturing 

hierarchical features at different scales. 

Subsequently, the data is compressed and 

introduced into fully connected layers, which 

acquire complex correlations between the attributes 

that are extracted. The intermediate layers, particularly 

those preceding the fully connected layers, serve as 

potent feature extractors, capturing low to high-level 

features. Effective feature extraction is made possible 

by the utilization of VGG-19, which makes it possible 

to apply that approach to the study of medical images 

for tasks such as tumor diagnosis and classification in 

MRI scans.  

There are 19 layers in the VGG-19 convolutional 

neural network, comprising 3 fully connected layers 

and 16 convolution layers. Because each convolutional 

layer has 33 filters, this frequently utilized image 

classification approach was trained on the ImageNet 

database. The model utilizes 16 layers for feature 

extraction and the subsequent 3 layers for 

classification. Utilizing five feature extraction layer 

sets and max-pooling layers, it receives an input image 

of size 224 by 224 pixels and outputs the label. Feature 

extraction involves the use of a pre-trained VGG-19 

model, while other machine learning techniques handle 

classification. To reduce the size of the feature vector 

computed by the CNN model post feature extraction, 

Locality Preserving Projection achieves dimensionality 

reduction, followed by a classification technique. 

 

 Long short-term memory (LSTM) 

A two-step approach combining CNN and LSTM 

networks is the suggested method for classifying brain 

tumors. Initially, the VGG-19 model, a pre-trained 

deep neural network, is employed to extract 

discriminative features from MRI brain images. These 

features, which capture intricate patterns within the 

images, are then organized into sequences to account 
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for the sequential nature of volumetric MRI data. 

Subsequently, an LSTM model is designed to 

receive these feature sequences as input and learn 

temporal dependencies, enabling it to effectively 

classify brain tumors. During training, the model 

undergoes optimization on a dataset, with a focus 

on performance metrics. Further fine-tuning and 

optimization steps are undertaken to enhance the 

model's robustness. Once validated, the model 

can be deployed for real-world usage, with 

careful consideration of ethical guidelines and 

compliance with medical regulations to ensure its 

safe and responsible application in clinical 

settings. The LSTM is like a smart system that 

helps in understanding and remembering 

information in sequences, such as MRI brain 

images. It has gates like input, forget, and output 

gates that control the flow of information. These 

gates prevent problems that earlier systems had, 

like forgetting important details or having trouble 

with long-term information. The LSTM uses 

memory storage cells and gate mechanisms to 

tackle these issues. Each gate has a mathematical 

equation that guides how it works to manage and 

remember data over time. 

The forget gate Ft helps the LSTM determine 

what data needs to be provided and deleted 

through the cell state based on the preceding 

hidden structure defined by Equation (3).  

 ( )f

tt

f

t BXHWF += − ,1
                  

 
(3) 

Where Ht− 1 represent the previous gate, Xt 

represent the input data, σ(.) represent the 

sigmoid activation function, Wf represent the 

weight measurements, and Bf represent the bias 

vector. 

Which data will be transferred to the subsequent 

candidate’s cell state C̃t is determined by 

Equation (4) and the input gate It is determined 

by Equation (5). 
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Where tanh (.) denotes the hyperbolic tangent 

function. 

The updated new cell state Ct is created by Equation 

(6) relating the old cell state Ct− 1 and the new 

candidate’s cell state C̃t. 

ttttt CICFC
~1 += −

                             
 (6) 

The output gate Ot denoted by Equation (7) is then 

created to control the LSTM cell’s outcome. The 

desired result Ht is indicated by Equation (8) the 

following, which is the combination of Ot and the cell 

state Ct activated by the tanh function. 

 ( )o

tt

o

t BXHWO += − ,1
                       

  (7) 

( )ttt COH tanh=
                                       

  (8) 

In order to manage long-term dependencies in 

information and swiftly extract sequential 

characteristics utilising period, we made use of the 

LSTM classifier's exceptional high-performance 

capacity.   

LSTM for MRI brain image classification, optimal 

weight parameters are crucial for effective learning. 

These weights impact feature extraction, adaptability to 

task complexity, handling of long-term dependencies, 

prevention of overfitting or underfitting, improved 

generalization, and efficient training convergence. 

Manually or trial-and-error finding of optimal weights 

is intricate, time-consuming, and biased, especially 

with large datasets and complex architectures. To 

address these challenges, researchers integrate 

optimization techniques, providing a systematic and 

automated approach for efficient weight search, 

enhancing performance, reducing subjectivity, and 

ensuring adaptability to changes. 

 

 Zebra Optimization Algorithm (ZOA) 

The ZOA distinguishes itself in the quest for 

identifying optimal weights for LSTM networks by 

leveraging inspiration from zebras' intelligent 

behaviors. Emulating the foraging and defense 

strategies observed in nature, ZOA exhibits diversity 

and adaptability, proving effective in exploring the 

complex and nonlinear weight solution space. Its 

unique biological foundation positions it as a potential 

solution for optimizing LSTM weights, with versatility 

across domains. The Fig. 3 exhibits the Flow chart of 

zebra optimization algorithm.  
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Initial solution 

Each zebra's location in the search space is 

correlated with the values of the decision 

variables. As an outcome, a vector can be utilized 

to represent a zebra inside the ZOA, where the 

elements stand for the values of the issue 

variables. The entire population of zebras can be 

aptly modeled utilizing a matrix. Interestingly, in 

the first stage, zebra places in the search space are 

assigned at random, which starts the process of 

looking for possible answers. 

The ZOA population matrix is specified Equation 

in (9). 
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Where X is the zebra population, Xi is the ith 

zebra, xi,j is the value for the jth problem variable 

proposed by the ith zebra, N is the number of 

population members (zebras), and m is the 

number of decision variables. 

Every zebra symbolizes a candidate solution to 

the optimization problem. This implies that the 

proposed values assigned to each zebra for the 

problem variables can be utilized to evaluate the 

objective function. The resulting objective 

function values are then compiled into a vector, 

as outlined in Equation (10). This vector 

encapsulates the outcomes of the objective 

function across the zebras, providing a 

comprehensive overview of the optimization 

landscape based on the initial solutions generated 

by the zebras in the search space. 
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Where Fi is the objective function value obtained 

for the ith zebra and F is the vector of objective 

function values. By comparing the values 

acquired for the objective function, it is possible 

to determine which candidate solution is optimal 

for the given problem and to analyses the quality 

of the related candidate solutions. The zebra with 

the lowest objective function value is the best 

possible candidate solution in minimization issues. On 

the other hand, the optimal candidate solution in a 

maximization problem is the zebra with the highest 

value of the objective function. Every iteration 

involves updating the values of the objective function 

due to changes in the zebra positions; hence it is also 

necessary to determine the best candidate solution each 

time. 

ZOA members have been updated utilizing two of the 

zebra's natural behaviours. These two categories of 

conduct consist of 

Foraging and 

Defense strategies against predators. 

Consequently, within each iteration, the ZOA update 

its population members through two distinct phases. 

 Foraging Behavior 

In the initial phase, ZOA simulates zebra foraging 

behavior to update its population. The best-performing 

member becomes the pioneer zebra, akin to plains 

zebras, influencing others in the search space. This 

process mirrors how zebras adapt their diet based on 

vegetation availability, with the pioneer grazer creating 

conditions for other species. The foraging phase 

involves updating zebra positions mathematically, 

guided by the pioneer zebra's location (Equations 11 

and 12). 
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Where 𝑋𝑖
𝑛𝑒𝑤,𝑃1

 is the new status of the ith zebra based 

on first phase, 𝑋𝑖,𝑗
𝑛𝑒𝑤,𝑃1

 is its jth dimension value, 

𝐹𝑖
𝑛𝑒𝑤,𝑃1 

is its objective function value, PZ is the 

pioneer zebra which is the best member, PZj is its jth 

dimension, r is a random number in interval [0, 1], I 

round (1 rand), where rand is a random number in the 

interval [0, 1]. Thus, 𝐼𝜖{1,2} and if parameter I=2, then 

there are much more changes in population movement.  

 Defense Strategies against Predators 

In the subsequent phase, ZOA updates its population 

positions by simulating zebras' defense strategy against 

predators. Zebras employ different tactics based on the 

predator type – escaping in a zigzag pattern against 

lions and adopting an aggressive approach by gathering 

against smaller predators like hyenas. During this 
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defense phase, the ZOA design assumes one of 

two conditions with equal probability. 

The lion attacks the zebra, and thus, the zebra 

chooses an escape strategy; 

Other predators attack the zebra, and the zebra 

will choose the offensive strategy. 

In the first strategy, when the zebras are attacked 

by lions, the zebras escape from the lion’s attack 

in the vicinity of the situation in which they are 

located. Therefore, mathematically, this strategy 

can be modeled using the mode S1. In the second 

strategy, when other predators attack one of the 

zebras, the other zebras in the herd move towards 

the attacked zebra and try to frighten and confuse 

the predator by creating a defensive structure. 

This strategy of zebras is mathematically 

modeled using the mode S2 in (13). In updating 

the position of zebras, the new position is 

accepted for a zebra if it has a better value for the 

objective function in that new position. This update 

condition is modeled using Equation (13) and Equation 

(14). 
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Where 𝑋𝑖
𝑛𝑒𝑤,𝑃2

 is the new status of the ith zebra based 

on first phase, 𝑋𝑖,𝑗
𝑛𝑒𝑤,𝑃2

 is its jth dimension value, 

𝐹𝑖
𝑛𝑒𝑤,𝑃2 

is its objective function value, t is the iteration 

contour, T is the maximum number of iterations, R is 

the constant number equal to 0.01, Ps is the probability 

of choosing one of two strategies that are randomly 

generated in the interval [0, 1], AZ is the status of 

attacked zebra, and AZj is its jth dimension value. 

 

Fig. 3. Flow chart of Zebra Optimization Algorithm 
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 Results and Discussion 

The performance of the developed BTuNet model 

is assessed using a comprehensive set of standard 

measures, including Accuracy, False Discovery 

Rate (FDR), False Negative Rate (FNR), False 

Positive Rate (FPR), Matthews’s correlation 

coefficient (MCC), Negative Predictive Value 

(NPV), Positive Predictive Value (PPV), 

Sensitivity, and Specificity. These analyses provide a 

thorough understanding of the proposed approach's 

performance, offering insights into its strengths and 

advantages compared to state-of-the-art methods in the 

domain of brain tumor classification in MRI images. 

Table 2 illustrates Mathematical Expression of 

Performance Evaluation Metrics for Proposed 

Predictive Models.

  

Table 1. Mathematical Expression of Performance Evaluation Metrics for Proposed Predictive Models 

Evaluation Metrics Mathematical Expression BTuNet (ZOA) 

Accuracy 

NegativesFalseofNumberPositivesFalseofNumber

NegativesTrueofNumberPositivesTrueofNumber

NegativesTrueofNumberPositivesTrueofNumber

++

+

+
 

98% 

FDR 
PositivesTrueofNumberPositivesFalseofNumber

PositivesFalseofNumber

+
 2.66% 

FNR 
PositivesTrueofNumberNegativesFalseofNumber

NegativesFalseofNumber

+
 1.35% 

FPR 
NegativesTrueofNumberPositivesFalseofNumber

PositivesFalseofNumber

+
 2.63% 

MCC 
))()()((

**

FNTNFPTNFNTPFPTP

FNFPTNTP

++++

−
 96% 

NPV 
NegativesFalseofNumberNegativesTrueofNumber

NegativesTrueofNumber

+
 98.66% 

PPV 
PositivesFalseofNumberPositivesTrueofNumber

PositivesTrueofNumber

+
 97.33% 

Sensitivity 
NegativesFalseofNumberpositivesTrueofNumber

positivesTrueofNumber

+
 98.64% 

Specificity 
PositivesFalseofNumberNegativesTrueofNumber

NegativesTrueofNumber

+
 97.36% 

 

The following Fig. 4 to fig. 12 exhibits the 

detailed evaluation results for various techniques 

employed in the classification of MRI brain 

images, including traditional models like Lenet 

[27], CNN+SVM [28], DenseNet 201 [29], GAN 

[30], DCGAN [31], and VGG-19 [32], as well as 

the proposed BTuNet model and its variants 

incorporating Particle Swarm Optimization 

(PSO) and ZOA. Several key performance 

metrics are considered, providing a 

comprehensive view of each technique's classification 

efficacy. 

Starting with Accuracy, a holistic measure of overall 

correctness is impressively high for BTuNet with ZOA 

at 0.98, highlighting its excellence in achieving correct 

classifications across all categories. This is particularly 

significant in medical diagnostics where accuracy is 

pivotal for reliable results. The FDR, FNR and FPR 

collectively provide insights into the misclassifications. 

BTuNet with ZOA exhibits low FDR (0.0267), FNR 

(0.0135) and FPR (0.0263) signifying a minimal 
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occurrence of false positives, false negatives, and 

overall misclassifications. MCC a comprehensive 

metric considering all elements of the confusion 

matrix, is impressively high at 0.9601 for BTuNet 

with ZOA. This suggests a robust balance 

between sensitivity and specificity, reflecting the 

model's overall performance. 

NPV representing the precision of negative 

predictions is commendably high for BTuNet 

with ZOA at 0.9867. This emphasizes the model's 

capability to accurately predict negative 

instances, reducing false negatives. Precision, 

indicated by PPV showcases the precision of 

positive predictions. BTuNet with ZOA 

demonstrates high precision at 0.9733, 

underlining its reliability in correctly classifying 

positive instances, minimizing false positives. 

Sensitivity, the BTuNet integrated with ZOA achieves 

the highest score (0.9865), demonstrating its 

effectiveness in correctly identifying positive instances 

such as glioma, meningioma, non-tumor cases, and 

pituitary conditions. This heightened sensitivity is 

particularly crucial in medical imaging applications 

where accurately detecting true positive cases is 

essential. Additionally, the specificity of BTuNet with 

ZOA is notable, reaching 0.9737. This value highlights 

the model's ability to accurately identify negative 

instances, indicating effective discrimination between 

cases with and without the conditions of interest. 

 

 
Fig. 4. Accuracy as a Performance Evaluation Metric for 

MRI Brain Image Classification 

 
Fig. 5. FDR as a Performance Evaluation Metric for 

MRI Brain Image Classification 

 
Fig. 6. FNR as a Performance Evaluation Metric for MRI 

Brain Image Classification 

 
Fig. 7. FPR as a Performance Evaluation Metric for 

MRI Brain Image Classification 

 
Fig. 8. MCC as a Performance Evaluation Metric for 

MRI Brain Image Classification 

 
Fig. 9. NPV as a Performance Evaluation Metric for 

MRI Brain Image Classification 
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Fig. 10. PPV as a Performance Evaluation Metric for 

MRI Brain Image Classification 

 
Fig. 11. Sensitivity as a Performance Evaluation 

Metric for MRI Brain Image Classification 

 
Fig. 12. Specificity as a Performance Evaluation Metric for MRI Brain Image Classification 

 

Eventually, BTuNet with ZOA consistently 

outperforms other techniques across a spectrum 

of metrics, indicating its superiority in accurately 

classifying MRI brain images. The integration of 

ZOA evidently enhances the model's ability to 

identify optimal weights for the LSTM, resulting 

in a highly effective and reliable classification 

tool for brain tumor detection in medical 

imaging. 

 

 Conclusion 

This research introduces BTuNet, a hybrid model 

combining VGG-19 for feature extraction and 

LSTM for classification. To further enhance 

performance, the study integrates ZOA 

techniques to identify optimal weights for the 

LSTM model. The proposed BTuNet exhibits 

superior results across all evaluated measures, 

notably achieving a maximum accuracy of 98%. 

This integrated approach demonstrates the 

efficacy of leveraging both deep learning 

architectures and nature-inspired optimization 

techniques for brain tumor classification in MRI 

images. For future work, exploring the scalability 

and adaptability of the BTuNet model to diverse 

datasets and potentially incorporating 

advancements in deep learning or optimization 

algorithms could be promising avenues for 

research. 
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