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Abstract: The process of analyzing feelings, views, and emotions expressed in social media content a process 

commonly referred to as opinion mining or sentiment analysis has grown in importance. Because social media 

platforms are growing at an exponential rate, a large amount of user-generated data that offers insightful information 

on trends, consumer behavior, and public opinion is readily available. Sentiment analysis on social networks is 

hampered by the inherent qualities of the Twitter language as well as the briefness and lack of context of messages 

on these platforms. In this study, we provide a deep learning model to detect the degree of polarity in Twitter 

postings using long short term memory and convolutional layers. By up to 18%, our model greatly increased the 

accuracy of previous methods, with an accuracy of 91%. The abundance of user generated information on social 

media has made sentiment analysis more crucial than ever. Sentiment analysis and comprehension of text data may 

now be accomplished with the help of Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) 

networks. Using RNN and LSTM models, this study offers a thorough review of sentiment analysis in social media. 

It covers the design, methods of training, difficulties encountered, and uses of RNNs and LSTMs for sentiment 

analysis of social media material. 
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I.INTRODUCTION 

 

Natural language processing tasks like textual 

emotion identification are essential and have the 

potential to greatly advance a variety of fields, 

including artificial intelligence and computer-human 

interaction. Human reactions to circumstances give 

rise to physiological ideas known as emotions. In 

order to properly read emotions, it is important to 

analyze these feelings without modulating voice or 

facial expression. This calls for a supervisory 

approach. Notwithstanding these difficulties, it's 

critical to recognize human emotions as people 

increasingly use abusive text on social networking 

platforms like Facebook, Twitter, and the like to 

express their feelings. Our proposal in this study is to 

categorize a large number of tweets sentimentally. In 

order to categorize an expression's feelings as either 

good or negative, we employ deep learning 

algorithms. Excitement, fun, happiness, love, neutral, 

relief, and surprise are among the other categories for 

good emotions, while anger, boredom, emptiness, 

hatred, sadness, and concern are among the negative 

ones. employing three distinct datasets, we conducted 

experiments and assessed the approach employing 

long short-term memory and recurrent neural 

networks to demonstrate how to get high emotion 

categorization accuracy. Thanks to their capacity to 

automatically extract features from unprocessed data, 

deep learning algorithms have become highly 

effective tools for sentiment analysis. In addition to 
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addressing several approaches, difficulties, and 

applications in this field, this study offers an 

overview of sentiment analysis in social media 

utilizing deep learning techniques. Sentiment and 

opinion analysis is crucial, as evidenced by the 

Internet's exponential expansion of information, 

especially inside social networks. 

 

With its ability to enable millions of users to upload 

and share content quickly and easily, social networks 

have emerged as the most exemplary Web 2.0 

applications. This has allowed information to stream 

continuously. The most recent statistics from 2023 

indicates that over 91% of Internet users currently 

use social media monthly, accounting for 76 of the 

global population, according to various study 

numbers. As of November 2023, at least 310 million 

active users were accounted for by 16 social media 

networks. Facebook has the largest user base, with 

approximately 2.93 billion monthly active users. 

YouTube and WhatsApp are next with 2.571 billion 

and 2 billion users, respectively. With around 441 

million active users worldwide, Twitter is a unique 

platform that blends the elements of social 

networking, blogging, and instant messaging. It 

stands out for its huge potential for monetization as 

well as for business. Indeed, according to Internet 

users in the 16 to 64 age range, Twitter appears to be 

the ninth most popular social network [1]. We shall 

stick with the previous terminology even if this social 

network has changed its name recently to make this 

text easier to read and comprehend. 

 

On the social networking site Twitter, users may 

share messages in the format known as "tweets." 

People may express their thoughts and feelings on a 

wide range of topics, disciplines, and themes on this 

platform. It is a compilation of user opinions and 

attitudes about a range of subjects, including blogs 

and conventional online articles. When compared to 

older blogging and social media sites, Twitter has a 

greater amount of relevant data. Twitter's response 

rate is far faster than that of other blogging platforms. 

Many parties, including marketers and consumers, 

use sentiment analysis extensively to comprehend 

market trends and get insights regarding merchandise 

[1]. 

 
Figure 1. various emotional states 

 

Deep learning has shown excellent results in emotion 

detection when it comes to sentiment analysis on 

Twitter, where many techniques are used. Using deep 

learning models like LSTM (Long Short Term 

Memory) and RNN (Recurrent Neural Network), this 

article focuses on identifying human mood in Twitter 

conversations. The semantic word vectors from each 

lexical word in the input tweets were extracted using 

the word2vec technique. To train and predict whether 

the tweet's emotion categorization labels were 

positive or negative, the collected features were 

combined and passed via an LSTM and RNN. Based 

on the data trial, the LSTM approach offers superior 

accuracy in sentiment classification prediction. 

 

II. BACKGROUND WORKS 

 

The process of extracting data and identifying 

patterns from semi-structured or unstructured text is 

known as text mining, and it is used to extract 

knowledge from texts. One of the most effective 

machine learning techniques is deep learning, which 

uses textual features to predict opinions from a 

variety of texts based on the recognised features. The 

opinion that is gathered to determine the opinions and 

feelings of the general public is utilised as a basis for 

making different business decisions. The sentiment 

analysis and deep learning techniques are 

summarised in this article. 

 

Applying techniques for text-based information and 

natural language processing to identify and extract 

subjective knowledge of the text is known as 

sentiment analytics. While word embedding 

techniques and semantic texts have garnered greater 

attention, natural language processing and text 

classifications can handle small amounts of corpus 

data. Sophisticated prediction outcomes may be 
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obtained by utilising deep learning, a potent 

technique that learns several informational layers or 

attributes. Deep learning techniques at the phrase, 

document, and aspect levels are applied in various 

sentiment analytics applications. The primary issues 

that greatly impact sentiment score, pooling, and 

polarity identification during the sentiment 

assessment stage are the focus of this review study. 

Recurrent and convolution neural networks are the 

two most often used deep learning techniques. 

Finally, utilising deep learning models, a comparison 

analysis is conducted with an extensive literature 

scan. 

 

Table 1. Summary of various existing works. 

 

Extensive research has been conducted using 

completely automated systems that extract features 

from datasets without requiring human involvement 

[3, 4]. Positive, negative, and neutral aspects were 

identified in the ensuing investigations[5]. DAL 

scores, n-grams, and other novel features were used 

in the phrasal-level sentiment analysis for the 

categorization. Features that were employed included 

the polarity [6, 7] of syntactic components. But there 

was a catch to this system: in order to capture the 

exact emotion forecast, it needed an accurate 

expression boundary. Due to the variations in word 

production utilising DAL, which is not a component 

of speech, it also cannot manage polysemy. 

 

Table 2. Various data types used for the work. 
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Convolutional neural networks (CNNs) combined 

with independent networks for nouns and adjectives 

allowed them to get superior outcomes. The 

sentiment ratings were obtained by the authors of  by 

using a convolutional neural network (CNN) to 

process certain local areas and complete pictures that 

include sentiment information. The authors of 

presented an architecture to extract picture sentiments 

from the Twitter and ART photo datasets by 

combining a visual attention model with a CNN. A 

support vector machine (SVM) classifier was trained 

to ascertain the sentiment polarity after researchers 

from retrieved objective text descriptions from the 

photos in another study on image sentiment analysis. 

An accuracy of 73.96 was attained by integrating text 

and visual variables using a dataset consisting of 

47235 photos. Using datasets from Twitter and Flickr 

photos, the authors of  developed a long short-term 

memory model (LSTM) with deep learning 

capabilities for picture sentiment analysis. On Flickr 

and Twitter, they obtained accuracy rates of 0.91 and 

0.83, respectively. In order to improve the outcomes 

of picture sentiment analysis, the authors of 

combined the semantic and visual data. 

 

LSTM has proven to be more effective than 

traditional machine learning classification algorithms 

in obtaining higher levels of emotion categorization 

accuracy [16]. There will be some explosion and 

diminishing of result precision throughout the back 

propagation phases if the classification is carried out 

using a basic RNN. An improved RNN called LSTM 

was used to solve this issue because of its more 

intricate internal structure, which contains memory 

cells that allow architecture to retrieve data that has 

been held in the memory cells for a very long time 

[17]. Sentimental and content analysis have been 

used in tandem in a number of studies to uncover and 

analyse emotional messages in humans [18]. As 

many abusers have been using social media over the 

past few years, emotional computing has made its 

way into the field of machine learning. Additionally, 

many applications involving human-computer 

interface require these skills. 

 

For the categorization, a greedy parsing method 

known as Transition based dependence is utilized in 

addition to the conventional parsers that were based 

on standard searching. The results of the 

classification will be more accurate with this parser. 

Yet, in contrast to a standard searching parser, the 

outcome deteriorates as a result of error propagation. 

The fact that the categorization can only be done on a 

minimal amount of data is another restriction. Social 

media is now an essential tool used by businesses to 

sell their goods in response to consumer demands and 

has grown in popularity. Therefore, assessing the 

accurate perception of public opinion is crucial. A 

variety of deep learning methods are available to 

identify the precise polarizing opinion. This study 

analyzed many deep learning categorization schemes 

according to their accuracy. 

 

III PROPOSED WORK 

 

Lexical Based Sentiment Analysis 

 

With respect to techniques utilizing Twitter's lexical 

resources, there exist several opinion lexicons 

containing phrases associated with an emotion or an 

opinion value (polarity). On Twitter, however, 

lexicons are few. In terms of polarity lexicons, two 

noteworthy instances are the iSOL, which is taken 

from one of the most important English lexicons for 

polarity categorization, and the opinion lexicon 

developed by [12]. displays the Affective Norms for 

English Words (ANEW) translation on Twitter as 

well. In an independent investigation, the authors 

developed a lemma-level sentiment lexicon for 

several languages, including Twitter. Positive and 

negative phrases can be found in the well-known 

lexicon SentiWordNet. 

Table 3. Data sets descriptions 

. 

Some methods consider topic content in addition to 

sentiment. Consequently, Anta et al. [14] have 

suggested a categorization framework for Twitter 

tweets by assessing the application of stemmers and 

lemmatisers, n-grams, word kinds, negations, valence 

shifters, link processing, search engines, unique 

Twitter semantics (hashtags), and various 

classification techniques; the best results are 

approximately 58% for topics and 42% for Twitter 

polarity detection. In addition, the authors in [15] 

used a naïve-Bayes classifier to identify the various 

degrees of polarity in Twitter tweets.  
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They also used unigrams of lemmas and multiwords 

based on PoS tag patterns to determine the extent of 

negativity. For four polarity levels, the accuracy of 

the system was 66%, while for six polarity levels, it 

was 55%. Ultimately, the authors of [26] provide a 

Transformer-based method that achieves accuracies 

of 80% to 90% in identifying negation in a corpus of 

Twitter product evaluations. However, this system 

has not been used on Twitter or in social network 

environments. In contrast to negation signals, 

alternative negation techniques are based on 

annotated corpora with negation. As a result, there 

are several corpora pertaining to clinical records, 

including the IULA Twitter Clinical Record, the 

UHU-HUVR, and the IxaMed-GS corpus. 

 

 
Figure 2. Working architecture. 

 

The characteristics offered by convolutional and 

recurrent layers are combined in our deep learning 

model. In addition to proving their mettle in 

perceptual-related tasks like computer vision, 

convolutional neural networks (convnets) have also 

replaced other traditional machine learning 

techniques in other domains, like natural language 

processing. Convolutional networks' lack of memory 

is a key characteristic. Without preserving any state 

between inputs, each input that is displayed to them 

is processed separately. In contrast, reading a tweet 

requires processing each word individually and 

memorization of the parts that have already been 

read; this results in a coherent portrayal of the 

message contained in the tweet. Furthermore, the 

same concept of operation is used by recurrent neural 

networks (RNNs), which analyze sequences by 

iterating through their constituent components and 

preserving a state that contains information about 

what it has seen thus far. Consequently, gated 

recurrent unit (GRU) layers and long short-term 

memory (LSTM) layers are made to handle this issue 

[19]. 

 

By identifying text patterns, the convolutional layer 

suppresses several intermediary steps in the RNN 

layer's processing, therefore streamlining the work of 

the subsequent RNN layer. A fixed number of 

neurons in the convolutional layer will be maximized 

using an experimental process that will be explained 

in the next sections. Next, the MaxPooling1D layer 

reduces the dimensionality needed for the RNN stage 

that follows. 

 

As the width and height dimensions grow, the 

number of feature-map coefficients to be processed 

for the next layer usually decreases. In the next stage, 

a recurrent neural network (RNN) is utilized, and as 

was previously said, there are two options: an LSTM 

layer or a GRU layer. For this reason, in our 

experiments, we will be looking at two different 

versions of the hybrid model in order to evaluate the 

performance of both hybrid architectures. A fixed 

number of neurons in the convolutional layer will be 

maximized using an experimental process that will be 

explained in the next sections. Next, the 

MaxPooling1D layer reduces the dimensionality 

needed for the RNN stage that follows. 

 

As the width and height dimensions grow, the 

number of feature-map coefficients to be processed 

for the next layer usually decreases. In the next stage, 

a recurrent neural network (RNN) is utilized, and as 

was previously said, there are two options: an LSTM 

layer or a GRU layer. For this reason, in our 

experiments, we will be looking at two different 

versions of the hybrid model in order to evaluate the 

performance of both hybrid architectures. An LSTM 

layer will be the foundation for the first hybrid 

model, and a GRU layer for the second. An analysis 

will be conducted on the optimal parameters of the 

dropout rate, recurrent dropout rate, and neuron count 

that define the layer in the LSTM scenario. 

 

IV. EXPERIMENTAL DISCUSSION 

 

The suggested approach has been assessed using the 

twitter data set, which has been gathered and applied 
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to various data sets for both positive and negative 

emotions. For the purpose of pre-processing the data, 

we normalised the tweets. In order to get the tweets 

in a normalised format and prevent undesired 

symbols, pre-processing actions are required. To 

achieve higher classification accuracy, the combined 

RNN and LSTM model is finally used. A emotion 

classification's most common steps are shown in 

Figure 3. 

 

We used three data sets for our research and 

experiments in the publication. An already-existing 

dataset with one lakh tuples was used to create the 

first data collection. Additionally, both positive and 

negative categorization data are included in the 

dataset. There are 23938 tuples in the second data set, 

which pertains to the positive categorization. 

Enthusiasm, Fun, Love, Happiness, Neutral, Relief, 

and Surprise are the seven class names into which the 

positive data are divided. There are 26889 tuples in 

the last and third data set, which is for the negative 

categorization. Six categories Angry, Boredom, 

Hatred, Empty, Sadness, and Worry are used to 

categorise the negative data. Table 1 shows how the 

datasets' sentiment labels are grouped. 

 
 

Figure 3. LSTM working model. 

 

When analysing text data, natural language 

processing uses TF-IDF (Term Frequency Inverse 

Document Frequency) to find significant or 

uncommon terms. To make the data comprehensible 

for machine learning models, term frequency 

transforms string-formatted words into numerical-

formatted data. The frequency of terms We utilise TF 

to determine the frequency of incidence of the terms 

we use in the classes. The feature in our data 

collection is words. The frequency of every word in 

the dataset that is being determined by term 

frequency. 

 

 
 

where the phrase frequency in document j is 

represented by i. A table containing the frequency of 

words used in the document will be stored in 

memory. To determine which terms are more 

significant or least frequent in the document, utilise 

IDF (Inverse Document Frequency). IDF facilitates 

our extraction of important terms from the text. 

 

First things first, we need to figure out which 

properties to feed the cell state. This choice of 

accepting or forgetting the characteristics is made by 

the LSTM architecture's forget layer. Two values will 

be produced by taking into account the values of ht-1 

and xt. In other words, the output values for each cell 

state can be either 0 or 1. Acceptance of the feature is 

indicated by a value of 1, while avoiding the 

information is indicated by a value of 0. The task at 

hand involves the acceptance or rejection of feature 

words derived from data sets in order to categorise 

emotions. The new emotion term has to be approved 

or refused in each cell state according on the tweets' 

emotions. 

 
Finding additional information that has to be kept in 

the cell state is the next step in the categorization 

process. Which data should be updated will be 

determined by the sigmoid layer in collaboration with 

the input gate layer. Tanh layer creates the vector for 

the freshly updated data ct, which is then stored in the 

cell. We then update the status of the cell. In other 
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words, sentimental analysis updates the state with 

fresh emotions that were lost in the preceding stage. 

 

 
 

 
 

In conclusion, we apply the newly updated state CT 

to the cell state ct-1. We multiply the state by foot 

after the previous state has been forgotten. We 

multiply the newly received value by it*ct to obtain 

the new candidate value. This completes the process 

of updating the state and forgetting it. 

 

Based on the filtered cell state is the final result. The 

output that we will generate is provided by the 

sigmoid layer when it is executed. Only by running it 

through the tanh layer and multiplying the result by 

the sigmoid layer's output can we produce the 

required portion. Our ability to deliver the desired 

product is facilitated by this. 

 

Text is translated into numbers by the machine. Word 

embedding or word vectorization is the process of 

translating text or words to realvalued vectors. The 

process involves segmenting a text into sentences, 

which are then subdivided into words. This feature 

extraction approach then creates a feature map or 

matrix. With each row in the matrix representing a 

sentence or document and each feature column 

representing a dictionary term, the feature map's cell 

values therefore frequently show how many times a 

word appears in a phrase or document. "Bag of 

Words" (BOW) is one of the easiest methods for 

extracting features. It builds a fixed-length vector of 

the count, with each item being a word from a pre-

established dictionary. 

 

 
Table 4. Accuracy summary of models used in the 

work. 

 

In a sentence, the count starts at 0 for terms that are 

not found in the specified dictionary and goes up or 

down by 1 depending on how many times the word 

appears in the phrase. Because of this, the vector's 

length always corresponds to the total number of 

words in the dictionary. Although this technique has 

significant drawbacks, it has the advantage of being 

easy to implement. It results in a sparse matrix, loses 

the word order of the phrase, and doesn't preserve the 

sentence's meaning, claim Bandhakavi et al. (2017) 

and Abdi et al. (2019). In the pre-defined dictionary I 

hope you are loving reading, for instance, the text 

"are you enjoying reading" would be rendered as 

(0,0,1,1,1,1) in the example. However, these 

representations can improve with pre-processing the 

text and the use of n-gram and TF-IDF. 

Table 5. Summary of the test performed by LSTM. 

 

Nonetheless, there are two methods for loading the 

embeddings while developing deep neural network 

models for the word processing task. Initially, the 

embeddings are learned during the network's training 

phase using data from the corpus. Our model 

employs the alternative strategy of using pre-trained 

word embeddings. In this case, the weights are 

matched to a specified dictionary that has been 

developed specifically to address this type of issue, 

rather than being updated with the corpus itself. 
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Figure 4. Accuracy obtained for sentiments with LSTM and RNN. 

 

As part of our experimental setup, we employed the 

Kaggle dataset. The accuracy of the categorization of 

positive and negative tweets served as the 

experiment's assessment criterion. We looked at the 

accuracy attained for different datasets used by Ming-

Hsiang Su et al., 2018 and Zhao Jianqiang et al., 

2017 using the identical models, RNN and LSTM, 

for comparison's sake. The LSTM and RNN accuracy 

metrics across several categories are displayed in 

Table II. According to the experiment findings, the 

LSTM model outperforms the RNN and CNN 

classifiers in terms of accuracy. With the help of the 

Twitter dataset, the LSTM model was successfully 

trained. For the three categorization scenarios 

positive-negative, negative, and positive we have 

three datasets. We used accuracy as a performance 

metric to analyse the system. 

 

V. CONCLUSION 

 

In order to glean insightful information from the 

massive volumes of user-generated content available 

on social media, sentiment analysis via deep learning 

algorithms is essential. The accuracy and resilience of 

sentiment analysis models are getting better despite 

current obstacles because to developments in deep 

learning architectures. In the age of social media, 

sentiment analysis is expected to continue to be an 

essential tool for gaining insight into consumer 

behaviour, public opinion, and societal trends with 

further study and development. RNN and LSTM 

models have shown to be effective instruments for 

social media sentiment analysis, allowing companies, 

academics, and other entities to glean insightful 

information from user-generated material. The 

accuracy and resilience of sentiment analysis models 

are still being improved by developments in model 

designs and training methods, despite current 

obstacles. As long as research and development 

continue, RNN and LSTM models will be crucial for 

comprehending consumer behaviour, public opinion, 

and social trends in the ever-changing social media 

world. There aren't many deep learning-based 

methods for sentiment analysis in social networks 

accessible on Twitter right now, and the ones that are 

might benefit from more optimization. In fact, we 

propose a hybrid deep learning model combining 

convolutional and LSTM layers to extract the best 

from both approaches. We may use a tagged corpus 

with this model to determine the polarity of thoughts 

on Twitter. At around 81% and 92% accuracy for two 

and three polarities, respectively, our method beats 

previous models. By using our method, Twitter 

sentiment analysis performance is enhanced to 81% 

(up to 20 percentage points) more accurate than 

previous machine learning algorithms that have been 

developed with accuracy ranging from 54 to 59%. 

Besides, our model outperforms deep learning 

techniques, which achieve up to 55% accuracy, by 20 

percentage points. 
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