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Abstract: Alzheimer’s disease (AD) is considered an irreversible and progressive neurodegenerative disease that causes mortality in older 

people. Thus, early AD detection offers a significant role in controlling and preventing its progression. This paper proposes an DL-based 

AD detection model (DL-ADDM) based on deep learning (DL) together with multimodal feature processing that includes IoT data and 

image data for early-stage AD detection. The inputs of different data formats are fed into a multimodality-based integrated classifier model 

(MICM). For the generation of IoT data modal, pre-processing is carried through missing value imputation, data normalization and 

validation. Then, the features of the IoT data are extracted through a weighted auto encoder (WAE) along with an Attention-based Bi-

directional long short-term memory (Attn_BiLSTM). In the image model, the pre-processing of images is performed using a Min-Max 

Gaussian filtering (M-squared GF) approach. Then, the informative features are extracted using the convolutional capsule network_chimp 

optimization algorithm (Conv_Capsnet_COA). Afterwards, the feature vectors obtained from the multimodal data processing are fused 

using the deep fusion strategy (DFS). Finally, the multimodal data output is classified through the softmax unit. The proposed DL-ADDM 

is simulated on the Python platform and the performances are evaluated using the main cognitive testing dataset (IoT data) and the Kaggle 

dataset (image data). The simulated outcomes showed that the proposed model had reached a maximum accuracy of 99.5% for CN/AD, 

99.3% for CN/MCI and 99.6% for MCI/AD class.  

Keywords: Deep learning, pre-processing, multimodal feature processing, optimization algorithm, weighted autoencoder, deep fusion 

strategy, and multi-class classification.  

1. Introduction 

Due to the advancement of technology, the IoT (Internet of 

things) have been utilized in various fields, and an IoT-

based monitoring and detection model assists physicians. 

IoT connects millions of smart devices and is used to 

communicate with the less human intervention [1]. 

Alzheimer’s disease (AD) is an incurable, chronic and 

irreversible neurodegenerative syndrome. Older people are 

suffered due to dementia because of AD. This disease 

slightly emerges from mild, moderate and severe stages. 

According to the World Health Organization (WHO) report, 

AD affects 51 million people and is expected to triple by 

2050 [2-4]. AD is caused due to abnormal growth of 

proteins such as tangles and amyloid in the brain. The next 

stage of AD is MCI (mild cognitive impairment), which 

causes changes in cognitive function. The final phase is 

dementia which causes memory loss and an inability to 

carry out normal activities. Still, no treatment is available to 

cure the disease. Hence, there is a need for a model which 

identify the disease in its initial stages [5-8]. 

People who are advanced from MCI to AD are considered 

pMCI, and those who aren’t advanced from MCI to AD are 

considered sMCI. Various research works are analyzed to 

understand the pathological factors in the brain. Imaging 

modalities such as cerebrospinal fluids (CSF), positron 

emission tomography (PET), functional and structural 

magnetic resonance imaging (fMRI and sMRI) are utilized 

as biomarkers for classifying the stages of diseases [9]. 

These biomarkers show the functional and structural details 

of the brain. Further, the sMRI is classified into cognitively 

normal (CN), MCI and AD. MMSE (mini mental state 

examination) scores are recently deliberated for AD 

diagnosis. It is a thirty-point questionnaire and is utilized for 

screening dementia. Then, the LM (logical memory) test is 

utilized to assess verbal memory [10-13].  

Magnetic resonance imaging (MRI) modalities ensure a 

noninvasive and efficient model for evaluating and 

understanding brain function. They played a major role in 

medical practice and were declared essential biomarkers for 

AD progression. During the last two decades, efforts are 

taken by experts to early diagnosis of AD using machine 

learning (ML) and deep learning models (DL) [14]. Various 

computer-aided diagnosis (CAD) systems are introduced 

using ML models to decode disease states from MRI 

images. The conventional ML-based model extracted the 

features manually.  
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Quantitative analyses are developed to analyze the brain’s 

texture, shape, surface, volume and thickness [15]. In 

addition, the DL models have shown remarkable 

achievements based on prediction in various clinical fields. 

The DL model CNN (convolutional neural network) has 

been majorly employed for extracting and classifying the 

AD stages. Due to the network’s complexity and increasing 

depth, the performance of the classification is improved. 

The DL model’s recurrent neural network (RNN) is used to 

extract the deep longitudinal features. The variants of RNN 

are LSTM (long short term memory) as well as Bi-LSTM 

(Bidirectional LSTM) are used for predicting the stages of 

AD [16-17]. Inspired by the emergence of DL models and 

attention modules in the clinical fields, this works 

introduces a DL model for extracting and classifying 

multimodal data. 

Motivation: The process of classifying multimodal data 

tends to be challenging in AD detection. Fewer efforts were 

promoted to generate an efficient approach for multimodal 

data classification. Most of the existing approaches are 

appropriate for a single modality, and huge data support 

cannot be attained. Recently, DL-based approaches have 

gained greater attention towards multimodal data 

classification. The existing approaches have failed to 

generate improved accuracy in AD detection due to the huge 

accumulation of data, degraded transfer learning ability and 

found hard to extract valuable features. Also, the execution 

time is more to train huge data, so the detection speed leads 

to a minimum. There are high chances of classification error 

which deteriorates the system’s overall performance. To 

conquer these issues, the proposed work adopts a DL-based 

multimodal data classification with novel approaches.  

Contribution: The foremost objective of this paper is to 

provide a new DL-based multimodal data classification 

model for detecting AD at an early stage. The contributions 

of the proposed DL-ADDM are enumerated as follows: 

➢ To develop artificial intelligence and the Internet of 

things that enable multi-model feature processing for 

early AD detection. 

➢ To exact text and image features using attention-based 

bi-directional long short term memory 

(Attn_BiLSTM) and convolutional capsule 

network_chimp optimization algorithm 

(Conv_Capsnet_COA). 

➢ To fuse the multimodal features using deep fusion 

strategy (DFS) and predicting the performance. 

➢ To compare the performance of the proposed DL-

ADDM with other techniques based on accuracy, 

precision, f-score, recall and specificity in terms of 

MCI/AD, CN/MCI and CN/AD. 

The paper is summarized as follows: Section 2 discusses 

recent work by various authors on the proposed strategy. 

Section 3 designates the methodology of the proposed DL-

ADDM. Section 4 contains the experimental results of the 

proposed DL-ADDM. Finally, the conclusion and future 

work are presented in Section 5. 

2. Related Works 

Some of the recent works based on AD classification using 

text and image data are listed in this section. 

Qiu, Shangran et al. [18] presented a fusion of DL models 

of MRI, LM and MMSE for diagnosing MCI. The MCI and 

CN data of the individuals have been collected from the 

NACC (National Alzheimer Coordinating Center) dataset. 

The DL models trained on MRI images were integrated to 

generate the fused MRI model for predicting CN and MCI. 

Two MLP (multi-layer perceptron) were created with LM 

and MMSE outcomes. Finally, the MLP and fused MRI 

were integrated by majority voting. The fused approach was 

superior to an individual approach and achieved a better 

accuracy of 90.9%. 

  On considering the classification accuracy, El-Sappagh et 

al. [19] presented a two-step DL approach to detect and 

predict AD from MCI. The initial phase of the model 

consisted of multi-class classification processes that 

predicted the stages like MCI, AD or CN. In the next phase, 

the regression model was used to identify the correct 

conversion period of MCI. This model was based on data 

from 1371 samples obtained with ADNI. Extensive 

experiments were performed with several ML and DL 

models. The classification performance achieved by LSTM 

was 93.8%, and this model outperformed other ML models.  

On account of considering better data utilization, Divya and 

Shantha Selva Kumari [20] presented GA (genetic 

algorithm) with various ML models for AD classification. 

This work classified the chronic disorder as CN, AD and 

MCI based on MRI images. Initially, the ADNI dataset was 

pre-processed, and recursive feature elimination (RFE) with 

GA was used for selecting the features. Finally, GA-based 

LR (logistic regression) achieved a better MMSE value of a 

2.6% increment in accuracy and an 8.7% increment in 

sensitivity. This model was created with fewer features 

compared to other works. 

El-Sappagh et al. [21] presented an AD progression model 

based on multimodal data to minimize the computational 

complexity. The phases include collecting data, pre-

processing, splitting data, balancing data, optimizing 

hyperparameters, training and predicting AD. This model 

fused the feature of comorbidity and medication. Here, the 

dataset is obtained in the format of 5-time series modalities. 

Five ML models were merged and performed classification 

based on four class and three class tasks. Among all models, 

the random classifier forest (RF) achieved better 

performance and was stable. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 1751–1765  |  1753 

On considering the training time complexity, Helaly et al. 

[22] presented a DL model for early AD detection, and the 

four stages were multi-classified. In this work, two 

approaches were utilized for classifying and detecting AD. 

Initially, the CNN was used for dealing with 2D and 3D 

images and the second model, VGG19, was used to fine-

tune for detecting the AD. Initially, the CNN achieved better 

accuracy of 93.6%, and fine-tuning of VGG achieved a 

better accuracy of 97%. This model was simple, and it 

reduced the overfitting issues and complexity.  

To sort out the convergence issues, Zhang et al. [23] 

demonstrated a 3D dense-based CNN with a connection-

wise attention module for AD classification. A densely 

connected network was used to extract multiple features, 

and a connection-wise attention module was utilized to 

combine the connections between the features. Then, the 3D 

convolution operation is used to acquire the spatial 

information of the MRIs. This spatial information was 

combined with features from all layers and utilized for 

classification. This model achieved better accuracy of 

97.3% to distinguish AD people from the healthy control.  

To effectively validate the features and enhance the training 

capability, Sun et al. [24] presented an enhanced ResNet 

model intending to diagnose AD at the early stage. Initially, 

the dataset was collected from ADNI, and ResNet-50 was 

used to extract the information from the layers. A non-local 

attention module was utilized in ResNet-50. The spatial 

transformer network was used for extracting spatial 

information in the MRI images. This model achieved better 

F1 scores and recall values of 95.4% and 95.3%, which was 

more effective than other models. Table 1 presents the 

advantages and limitations of the existing techniques.

Table 1: Advantages and limitations of existing techniques 

Author (s) Technique (s) Advantages Limitations 

  

Qiu, Shangran et 

al. [18] 

 

 

Majority 

voting 

The fused approach was superior to 

an individual approach and achieved 

better accuracy of 90.9% 

This study doesn’t describe how 

to choose the sub-set of 

biomarkers for the particular 

disease 

El-Sappagh et al. 

[19] 

Several ML 

and DL models 

This model was clinically 

acceptable and stable 

The decision of the model was 

not interpretable 

Divya and 

Shantha Selva 

Kumari [20]  

 

Several ML 

models 

This model was created with fewer 

features when compared to other 

works 

 

Achieved imbalanced outcomes 

because of improper large 

dataset utilization.  

El-Sappagh et al. 

[21] 

Several ML 

models 

Integration of comorbidity and 

medication features provided better 

results and a stable model 

High computational complexity 

is resulted because of improper 

feature learning capability.  

Helaly et al. [22] CNN-VGG19 This model was simple, reducing the 

complexity and overfitting issues 

Training time was high because 

of high complexity in training the 

suitable features.  

Zhang et al. [23] 3D dense-

based CNN 

Top-ranked classification and 

enhanced the discrimination of MCI 

It has convergence issues and is 

computationally expensive in 

case of training parameters 

Sun et al. [24] Enhanced 

ResNet model 

Efficiently extracted features and 

provided better recognition 

Less training ability because of 

highly complex data.  

 

Problem statement: In the past decades, various models 

have been presented individually for the early detection of 

AD, including classical ML and DL networks. However, 

most approaches lack multi-class medical image 

classification and employ AD inspection to check the AD 

phase and advise patients remotely. Some existing 

approaches suffer problems such as errors during training, 

less processing ability for a large amount of data, less 

accuracy, etc. Therefore, a novel approach based on IoT and 

DL is compulsory for the early detection of AD and 

classification.  

 

3. Proposed Methodology 

This section proposes an efficient DL-based multimodal 

model for predicting AD with Deep Fusion Strategy (DFS) 

and multimodal feature processing. Initially, the medical-

related IoT data collected from the main cognitive tests 

dataset and the image data captured from the Alzheimer 

MRI pre-processed dataset (Kaggle dataset) are provided as 

input that is comprised of sensed information, followed by 

pre-processing and feature extraction. For the generation of 

IoT data modal, pre-processing is carried out through 

missing value imputation, data normalization and 

validation. The next process is feature fusion then the fused 
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features are fed as input to the softmax classifier, which 

distinguishes the disease detection into different classes. 

During the data acquisition stage, the input data of a larger 

size are stored on the Hadoop platform for storage purposes. 

The block diagram of the proposed strategy is presented in 

Figure 1.  

 

IoT data model

IoT sensed 

image 

Pre-processing 
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data
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Feature 

extraction 

Feature 

fusion
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CN/AD

CN/MCI 

MCI/AD

Pre-processing 

 

Fig 1: Architecture of proposed strategy 

In figure 1, the proposed strategy consists of four layers, 

including the sensing layer, the analysis layer, the network 

layer and the application layer. The sensing layer is the 

lower layer, mainly used to acquire patients’ data. The 

original data captured from the sensing layer is served as an 

input to the upper layer for the investigation. After 

processing the data, the original data is processed in the 

analysis layer to realize the situation of the patients. The 

doctors can examine the acquired results. This supports the 

doctors in distinguishing the patient’s situation more 

concretely for endorsing a better treatment plan. In addition, 

numerous reception and transmission networks, including 

private networks, heterogeneous networks, mobile 

communication networks, the Internet, etc., are involved in 

considering application requests in the network layer. In 

addition, the data was transferred from the transmission 

layer to the application layer. Consequently, the application 

layer focuses on providing services to remote physicians. 

The results are acquired and inspected through portable, 

fixed, and mobile devices. Lastly, the doctors analyze the 

detection outcomes, and a treatment plan is recommended.   

3.1 Dataset description 

Two datasets like main cognitive testing dataset (IoT data) 

and the Kaggle dataset (image data) are employed in the 

proposed research work for multimodal AD classification. 

The description of two datasets are provided as follows.  

IoT data: In the proposed AD detection model, the main 

cognitive tests are neuropsychological tests administered by 

a clinical expert, including the clinical dementia rating scale 

Sum of Boxes (CDR-SB) score, Montreal cognitive 

assessment (MoCA) and mini-mental state examination 

(MMSE) are considered for IoT data [25]. The CDR is 

computed based on scale values 0-18. The people with no 

dementia have a CDR-SB scale of 0, a scale value of 4.5 for 

mild dementia, 16-18 for severe dementia, 9.5-15.5 for 

moderate dementia, 2.5-4 for very mild dementia and 0.5-4 

for questionable cognitive impairment. The highest score 

for MMSE is considered 30. A score value below 24 is 

normally resembled as abnormal, indicating possible 

cognitive impairment, and if the score is 25 or above, 25 is 

considered normal. MoCA is discovered as a brief screening 

tool for identifying cognitive impairment. Similar to 

MMSE, the MoCA scores can range between 0 and 30. 

Here, the people with AD scored an average of 16.2, a score 

of 26 or above is termed normal, and an average score of 

22.1 is considered MCI. The IoT data present in the dataset 

are in the form of different intervals.  

Image data: To obtain the image data, the proposed DL-

ADDM has collected Alzheimer’s MRI pre-processed 

dataset [26]. This dataset comprises pre-processed MRI 

images, and the data is acquired from different 

hospitals/websites/public repositories. Each image in the 

dataset has been resized to 128128  pixels. The 

Alzheimer MRI pre-processed dataset encompasses 6400 

MRI images with four different classes.    

Here, 80% of the data are used for training and 20% of the 

data are used for testing. The major advantages of using IoT 

data and image data together is to obtain the interacted 

features from multimodal data whereas more significant 

information can be gained. The evaluation of complex 

details can be performed by fusing the features. Also, the 

capability of the DL model can be expanded which in turn 

promotes the classification accuracy.  

3.2 Generation of IoT data modal 

3.2.1 Pre-processing 

The pre-processing states that the process of enlightening 

the substantial information and directing to upsurge overall 

classification performance. In the proposed DL-ADDM, the 

pre-processing stage comprises missing value imputation, 

data normalization and validation. 

➢ Missing value imputation:  Usually, the dataset 

includes a few missing values, which are replaced by 

considering the mean of non-missing values [27].  

➢ Min-max normalization: Typically, the normalization 

process scales the data to fit within a specific range. 

Several normalization techniques have been accessible 

recently; however, min-max normalization [28] is 

considered in the proposed strategy because it has 

achieved regularity for a set of data in an appropriate 

dynamic range.  

➢ Data validation: As a part of data pre-processing, data 

validation is performed to validate the collected data 

for enhancing the quality. Due to the huge data 

generation, the requirement to improve the data quality 

is high. Low-quality data generates false predictions or 
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inaccurate results and may affect the overall detection 

accuracy. The data validation process is applied to 

check the data validity in the dataset, including 

negative time values, empty values or negative 

amounts. 

3.2.2 Feature extraction based on weighted autoencoder  

The proposed strategy has employed a weighted 

autoencoder (WAE) model to extract the significant features 

for AD classification. WAE is considered an unsupervised 

neural network comprising a sequentially linked 3-layer 

structure comprising an input layer, a hidden layer and a 

reconstruction or output layer. Here, WAE gradually 

converts certain feature vectors into abstract vectors, which 

was realized by the non-linear transformation from higher 

to lower dimensional data space. The operation of WAE 

involves two stages such as encoding and decoding. In the 

coding phase, input data can be mapped into the hidden 

layer by learning the input’s latent variables or compressed 

representations. While in the decoding phase, the data can 

be reconstructed from the hidden layer representation.  

The encoding process from the input layer to the hidden 

layer was specified as follows, 

11 ()(  +== YXYhI jk               (1) 

In the same way, the process of decoding from the hidden 

layer to the output layer/reconstruction layer is quantified as 

follows, 

)()( 22  +== IXIhZ km
                   (2) 

Where ( )
pyyyyY ,....,,, 321=  implies the input data vector

y , and ( )
pzzzzZ ,....,,, 321=  signifies the 

reconstruction (or decoder) vector of the output layer. 

Whereas ( )niiiiI ,....,,, 321=  suggests the low 

dimensional from hidden layer to output layer,
pY  , 

pZ  , 
nI   ( p characterizes the input vector 

dimension and n  resembles the number of hidden units). 

pn

jkX   represents the weight connection matrix 

between the input and the hidden layer and 
np

kmX   

signifies the weight connection matrix between the hidden 

and output layer. The structure of WAE is presented in 

Figure 2. 

 

Encoder

Input 

data

Decoder

Input 

layer

Hidden 

layer

Output 

layer

Reconstructed 

data

…
...

…
.

…
...

…
...

 

Fig 2: Structure of Weighted Autoencoder 

During model training, 
U

jkkm XX =  generally exist to 

reconstruct the input data as correctly as possible while 

minimizing resource consumption. The bias vector of the 

input and hidden layer is resembled as 
1

1

 p  and 

1

2

 n . The activation function of hidden layer 

neurons and the output layer neurons can be specified as 

(.)1h  and (.)2h , which maps the summation result of 

the network ]1,0[ . Here, the sigmoid function has employed 

as the activation function, 

ye
hh

−+
==

1

1
(.)(.) 21                        (3) 

The error between the original data and the output 

reconstructed data has been minimized by altering the 

encoder and decoder parameters. Due to hidden layer units, 

the data output is currently an optimal low-dimensional 

representation of the original data and includes all data 

contained in the original data. Furthermore, the mean 

squared-error function has been used by the reconstruction 

error function ),( XK F
 between I  and Z . It is given 

as follows, 


=

−=
P

s

ss

F YZ
P

XK
1

2
)()(

2

1
),(             (4) 

Where P  indicates the number of input samples.  

 

3.2.3. Attention-based Bi-directional long short term 

memory 

Recently, Recurrent Neural Networks (RNNs) have been 

broadly employed in several Natural Language Processing 

(NLP) tasks. LSTM is considered the variant of RNN that 

efficiently eliminates the gradient loss, and gradient 

explosion occurs through RNN-based networks for long-

range dependencies. Also, it has attained better results for 

sequence-based semantic approaches. However, it fails to 

extract the contextual information and has less capability to 
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extract the local context information. Therefore, Bi-LSTM 

[29] is a hybrid with an attention mechanism called 

attention-based Bi-LSTM (Attn_BiLSTM) to enhance 

performance and accuracy. The primary idea of Bi-LSTM 

is to acquire the context information from the input 

sequence by 2 hidden layers of LSTM. Subsequently, by 

concatenating two hidden vectors of LSTM, the context 

vector has been constructed as ];[ uuu HHH = . In 

Attn_BiLSTM, the BiLSTM has been employed to extract 

the features in the context. The general BiLSTM function is 

given below as follows, 














+




























=





















−

c
i

Y

j

p

g

d

u

uU

u

u

u

u

1

tanh

~







      (5) 

uu jd = ʘ uu gd +
~

 ʘ 1−ud                (6) 

uu pi =  ʘ ( )udtanh              (7) 

Where, 
U  and c  represent the trainable parameters, ʘ 

indicates the dot product function, ()  signifies the 

sigmoid function, uY  resembles the input vector, up , uj  

and ug  imply the output, input and forget gates 

considerably.   

The final feature representation from the BiLSTM has 

passed into self-attention for selecting the highly 

interdependent features. Initially, the attention layer 

acquires the weight of each feature by computing the 

relationship between each key matrix ifp
L

2
  and 

feature matrix ifp
R

2
 , where if  represents the 

hidden units’ dimension of BiLSTM. Perceptron, 

concatenation and dot product were commonly used as 

similarity functions. Next, the similarity score from the 

previous level is normalized, and the weights are calculated 

using the softmax function. Lastly, the weighted summation 

of weights and value matrix ifp
W

2
  are determined 

to attain the final attention. The scaled dot product function 

has been employed to evaluate the similarity. Then, the 

attention has been mathematically formulated as, 

( ) W
f

RL
SoftWLRAtten

U














= max,,     (8) 

The multi-head attention can be termed as the perfection of 

the attention mechanism. Initially, LR,  and W  execute i  

times linearly mapping by utilizing various weight matrices. 

After that, it executes the generation output of the attention 

function for LR,  and W  acquired from every linear 

mapping in parallel. Subsequently, the new representation 

has been considered a linear mapping of the concatenation. 

The function has been specified as, 

( )W

j

L

j

R

jj WXLXRXAttenHd ,,=        (9) 

( ) pjj XHdHdI = .....'
             (10) 

The trainable projection parameters are indicated as

li ffR

jX



2

, 
li ffL

jX



2

 and
li ffW

jX



2

, and

i
f

f i
l

2
= . 

li ff

pX
22 

  resembles the trainable 

parameter. In Attn_BiLSTM, the self-attention mechanism 

has been utilized and set IWLR === , which intends 

to acquire the long dependencies in the input, which I  

resembles the BiLSTM output, respectively.  

3.3 Generation of Image modal 

3.3.1 Pre-processing using Min-Max Gaussian filtering 

approach 

In medical image processing, pre-processing has attained 

greater attention because of various factors like image 

acquisition, low contrast, complex background and 

illumination. Effective pre-processing plays a major role in 

determining better classification accuracy. The MR images 

hold large numbers of speckle noise. Various techniques 

have recently been employed to deal with denoising. 

However, the Gaussian filter cannot lose the peak signals 

and only reduces the variance between the fall and rise of 

signals. For the centre limit theorem, the combined effects 

of noise tend toward Gaussian. Henceforth a Gaussian filter 

is used to remove the speckle noise and other noise when 

present [30]. The Gaussian filter creates the edge blur, but 

this problem was solved using different mean and standard 

deviation ranges.  

Here,   be the chosen data sets, ),( kjJ  indicates the 

input image with dimension PN , where ),( kjJ . 

The Gaussian filter can be stated as follows, 














=








 −−
2

22

2

)(

2

'

2

1
),(





kj

H eJkjJ        (11) 

 222 )()( ZFZF −=           (12) 

Where ),( kjJ H
 represents the denoising image by 

utilizing the Gaussian function, 
2  specifies the variance of 

the noisy image, j  and k  state the distance from X  and 

Y  axes, and ),( kjZ  , significantly. 
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Then the denoising image size has minimized depending on 

the range of image intensity. Size normalization is stated as 

a process in which the standard resolution of input images 

has been resized. This process converts the improved image 

),( kjJ H
 with different dimensions containing ranges of 

intensity from 

 MaxiMini

H JtoJZkjJ → )(:),( 2
 to a new 

image with new intensities as

 newMaxinewMininew JtoJZkjJ ..

2 )(:),( → . 

The process of normalization is linearly carried out and 

specified as, 

( )( )
newMini

MiniMaxi

newMininewMaxiMini

H

new J
JJ

JJJJ
kjJ .

..

..
),( +

−

−−
=

   (13) 

Where .MaxiJ  indicates the maximum intensity before 

normalization, MiniJ  specifies the minimum intensity before 

normalization and newMininewMaxi JJ .. ,  implies the new 

maximum and minimum intensities after normalization. 

Afterwards, the resized image was fed to the feature 

extraction process for Alzheimer’s disease classification.    

 

3.3.2 Feature extraction using convolutional capsule 

network_Chimp optimization algorithm 

(Conv_Capsnet_COA) 

For the generation of image modal, the features from the 

pre-processed images are extracted using the convolutional 

capsule network_Chimp optimization algorithm 

(Conv_Capsnet_COA). A capsule network is employed in 

Conv_Capsnet_COA to maintain the properties and 

position of objects in an image and model their hierarchical 

relationships. Considering the Convolutional Neural 

Network (CNN) [31], the significant information in the data 

only arises with the pooling layer because the data was 

forwarded to the subsequent layer through the pooling. 

However, knowing trivial details for the network may not 

be possible. In addition, CNN produces a scalar value in the 

neural output, and the capsule network [32] produces a 

vectorial output of similar size with different routings. The 

routings of a vector are mostly represented as image 

parameters. Also, CNN generally utilizes scalar input 

activation functions similar to tangent, sigmoid, and 

rectified linear units (ReLU). While the capsule network 

uses a vector action function term as squeezing, which is 

given in the following equation,        

k

k

k

k

k
T

T

T

T
W

2

2

1+
=            (14) 

Where kW  states the output of the capsule k  and kT  states 

the total capsule input. The total input value of the capsule 

kT  is stated through the weighted sum of the predicted 

vectors )( | jkV  positioned in the lower layer of the capsule, 

excluding the initial layer of the capsule networks. 

Multiplying the capsule in the lower layer through its weight 

matrix )( jkX  and output )( jQ .  

=
j

jkjkk vcT |                                    (15) 

jjkjk QXv =|                                     (16) 

Where jkc  implies the coefficient obtained through the 

dynamic routing process, and it is given below as follows, 


=

l jl

jk

jk
b

b
c

)exp(

)exp(
                                   (17) 

Where the log probability is specified as jkb . The sum of the 

correlation coefficient between the top layer capsule and 

capsule j  is considered 1, and softmax is used to determine 

the log prior probability. 

A margin loss is introduced into the capsule network to 

determine whether the features are extracted. It is computed 

as follows: 

( ) ( ) ( )22
,01,0 −+ −−+−= nwMaxiUwnMaxiUM lllll   (18) 

Where the value lU  is specified as 1 when the significant 

feature l  exist. 1.0=−n , 1.0=+n  imply the hyper-

parameters. In the capsule network, the calculated vector 

length represents the probability of being in the image part, 

and the direction of the vector encompasses the parameter 

information like size, position, colour, texture and so on. 

Figure 3 presents the architecture of the 

Conv_Capsnet_COA model. This Conv_Capsnet_COA 

model comprises several convolutional layers, one primary 

layer, three fully connected layers and one-digit layer. 

Including several convolution layers to present the primary 

layer with a more efficient feature map as input. The 

architecture of Conv_Capsnet_COA based feature extractor 

model is depicted in Figure 3.  
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Fig 3: Architecture of convolutional capsule network 

model  

Furthermore, to efficiently stimulate the detection accuracy, 

the resultant weights of the Conv_Capsnet_COA model 

were updated through the execution of chimp optimization 

algorithm (COA). The major benefits of COA [33] include 

accomplishing an optimal solution and scalability, 

alleviating trapping in local optima and resolving slow 

convergence speed for a high-dimensional neural network. 

Therefore, COA is implemented to update the output 

weights of the network model. 

Here, the position weighting of each individual is updated 

using COA for accurate classification of CN/AD, MCI/AD 

and CN/MCI classes. The resulting expression signifies the 

updated form. 







−
=+

5.0_

5.0.)(
)1(





ifvalueChaotic

ifebuy
uy

pre

chi
     (19) 

Where,   represents the random number in ]1,0[ , u  

specifies the current iteration, e  implies the driving search 

agent, preyy  indicates the position of search agent and b  

represents the coefficient vector. valueChaotic _  states 

the chaotic value obtain using the chaotic tent map. By 

implementing the Conv_Capsnet_COA model, the 

detection of AD classes is precisely detected with minimum 

time complexities. The algorithm of Conv_Capsnet_COA is 

described in Table 2. 

 Table 2: Algorithm of Conv_Capsnet_COA 

Input: Preprocessed MRI image Y  

Initialize the population ),...,3,2,1( pjy j = , training 

variable: loss, learning rate 

For epoch = 0, 1, 2, 3,… do 

            Sample min-batch Y  

              Extract feature nConvolutioY '
 

               Update the variables by gradient: 

),( ratelearninglossAdam  

 For weight updation, do 

       Compute the location of each individual 

        Separate the individuals randomly into independent 

sets 

        Determine the fitness of each individual 

         while )max( iterationofnumberimumu   

     for each individual: 

           Extract the individual’s set 

              Apply its group policy for updating the 

coefficient vector ( n  and      

              d ), and g  (minimizes nonlinearly from 2.5 to 

0) 

            Compute b  and e  use g , n  and d  

     end for 

         for each search agent 

           if )5.0(   

            if )1( b  

                   Update the location of current search agent  

                              else if )1( b  

                                   Choose a search agent randomly 

                             end if 

                          end if )5.0(   

                                  Update the current search position  

                        end if 

                   end for 

         1+= uu  

       end while 

      end for 

 Stop 

Output: Extracted feature 

3.4 Feature fusion based on deep fusion strategy  

After the feature extraction process, the extracted features 

from the IoT data model and the image model are fussed 

using Deep Fusion Strategy (DFS). The DFS comprises 

deep CNN (Deep_CNN) for learning the extracted feature 

vector and further residual modules employed to tackle 

gradient vanishing and overfitting problems. Lastly, the 

learned features are fused and fed to the softmax layer to 

classify AD. Deep_CNN can automatically learn the 

extracted features by training the dataset. The convolution 

layer, pooling layer, and fully-connected layers are three 

kinds of layers that generally exist in Deep_CNN. The 

convolutional layers are employed to determine the local 

relationships in their inputs, whereas the input dimensions 

are gradually minimized using the pooling layer. 

Eventually, the fully-connected layers were applied to 

classify the input patterns into different classes: CN/AD, 

MCI/AD and CN/MCI. Given the extracted input AD data 

be ),...,,( 21 pyyyY = . After convolution with fewer 

layers, the generated feature vector can be expressed as

),...,,( 21 pmmmM = . M  specifies the shallow 
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features. The expression for convolution can be given as 

follows, 

( )( ) =
+=

p

k kkk cyLLUT
1

Re           (20) 

Where T  resembles the feature vector constructed from a 

single convolution, )(Re LU  specifies the activation 

function, c  represents the bias vector and L  states the 

convolution kernel.  

For images, the generated feature vector after convolution 

with fewer layers can be expressed as ),...,,( 21 piiiI = . I  

signifies the deep features, and the formula for the 

convolution is provided in the below equation. The 

convolution layers minimize the training complexity and 

improve the model’s generalization ability through 

transition shift, weight share and sparse connection. Assume 

the provided input data be ),...,,( 21 pyyyY =  with the 

size of 188  . The filter has comprised of a bias vector 

),...,,( 21 pcccC =  and a weight vector

),...,,( 21 pxxxX = . The convolution kernel )(L  size 

has been set to 31 ; then after convolution, the 
thj  feature 

vector ka  is computed as follows.  

( ) =
+=

p

l kklk cwyLUa
1
Re               (21) 

Then, in DFS, a residual network is used to solve gradient 

vanishing and overfitting problems. The residual network 

learns the deep features and use skip connection to the 

convergent loss function in training. The structure of DFS is 

demonstrated in Figure 4.  

Input
ConvConv Conv

Low-level residual network 

ConvConv Conv

High-level residual network 

Feature 

fusion

Softmax
Classified 

output

Pooling

Fused 

feature 

vector

 

Fig 4: Structure of deep fusion strategy 

Given the AD dataY , after the two-layer convolution Y , 

the obtained convolution outcome is )(YD . Then, using the 

residual network, the obtained result is )(YS . )(YS  can 

be expressed as follows, 

YYDYS += )()(                         (22) 

Here, ReLU is utilized as an activation function. Compared 

to conventional activation functions like tanh and logistic 

sigmoid, ReLU can eliminate gradient vanishing and 

gradient explosion. In addition, it can reduce computational 

complexity. )(YS  can be specified as 

( )( ) YCXCXYLULUYS +++= 2211ReRe)(     (23) 

Where jC  represents the bias vector of 
thj  convolution 

layer and jX  characterizes the weight of 
thj  convolution 

layer.  

The feature fusion process not only deliberates high 

semantic information but also considers more detailed 

information, allowing it to improve classification 

performance. Considering the learned features of IoT data 

and image models be ),...,,( 21 pmmmM =  and

),...,,( 21 piiiI = , they were combined and fused into a 

new vector as ),...,,( 21 pgggG = . The expression for 

the fusion can be provided as, 

jj mg =  ‡ ji                           (24) 

where ‡ is used to combine two features.  

DFS initially combines two feature vectors as well as fuses 

them as ),...,,( 21 pgggG = . After that, G  has pooled 

on the pooling layer. The main purpose of the pooling vector 

is to compress the input vector. In DFS, max pooling is used 

as the pooling function, and the constructed feature vector 

can be represented as ),...,,( 21 pnnnN = . N  is 

calculated using the below formula.  

pjGMaxiN j

l

kj ,....,3,2,1),(1 == =         (25) 

Where l  indicates the size of pooling region.  

Finally, the feature vector ),...,,( 21 pqqqQ = , trained 

through Deep CNN, is reflected as the input of softmax for 

classification. In the training process, the training epoch is 

set to 50, the learning rate to 0.01 and the batch size 100. In 

addition, ()Adam  is employed to optimize the training 

process, whereas the cross entropy loss function has 

employed as the loss function.  

4. Experimental Setup  

In this subdivision, the results of the proposed DL-ADDM 

are estimated for detecting AD at an early stage based on 

multi-model feature processing. The proposed DL-ADDM 

for AD detection using IoT data and images is being 

simulated on the standalone computer through the python 
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platform. It has been configured with an Intel® core (TM) 

i5-4670S – CPU @ 3.10 GHz processor with 16 GB of main 

memory over a 64-bit windows 10 operating system. Early 

detection of AD intends to discover a better chance of 

benefiting from treatment. The data has separated into 

training, testing, and validation before constructing the 

model. In the initial stage, pre-processing is carried out for 

IoT data and images; then, the pre-processed data is fed into 

the feature extraction process. Subsequently, the proposed 

model fuses the extracted feature vectors and classifies them 

into various classes as MCI/AD, CN/MCI and CN/AD. The 

following sections designate the dataset description, 

evaluation metrics, and performance analysis of the AD 

detection model. Table 3 describes the hyper-parameter 

settings of proposed model.   

Table 3: Hyper-parameters settings 

S. No Hyper-parameters Values 

1 Initial learning rate 0.01 

2 Max epochs 50 

3 Batch size 100 

4 Optimizer Adam 

5 Activation function ReLU 

 

The initial learning rate is set to be 0.01 as it regulates the 

neural network weight on concerning the loss gradient. The 

Adam optimizer is chosen that updates the learning weight 

for every network weight individually. The optimizer helps 

to choose an ideal solution that enhances the classification 

accuracy. The epochs define the total number of iterations 

that the data takes place to maximize the network training 

ability. The ReLU activation function is employed to 

introduce the non-linearity property that solves the 

vanishing gradient issue. Because of considering the batch 

size, the training complexity gets reduced.   

5. Results and Discussion 

This section reveals the evaluation metrics used and 

baseline model comparison analysis for proposed and 

existing methods. The analysis were done in terms of 

confusion matrix, ROC and so on to prove the model 

superiority of proposed method.  

5.1 Evaluation metrics 

The proposed DL-ADDM uses performance metrics, 

including accuracy, specificity, recall, precision, and f-score 

[34-35], to define the performance. The obtained 

performance of the proposed DL-ADDM is investigated 

with state-of-art methods to reveal the effectiveness of the 

advanced model.   

5.2 Baseline model comparison analysis    

The investigation implications of the proposed DL-ADDM 

are discussed in this section. The results of the proposed 

DL-ADDM will be compared to existing architectures to 

validate the rate of improvement in terms of different 

performance metrics. This resulted in a brief discussion of 

the assessment in the following subsections 

5.2.1 Confusion matrix analysis  

The proposed DL-ADDM will be implemented 

significantly using the main dataset for cognitive testing and 

the Kaggle dataset to detect AD. Current models have 

accompanied DFS to offer performance efficiency. Figure 5 

shows the confusion matrix of the proposed DL-ADDM to 

differentiate from AD. The proposed model has applied the 

dataset’s data to detect AD at an early stage considerably. 

The confusion matrix delivers a  22  matrix with pT  , 

nT  , pF   and nF  . The figure shows that the proposed 

DL-ADDM detected the class labels of AD with extreme 

accuracy and deteriorated the false prediction rate.

(a) CN/AD (b) CN/MCI
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(c) MCI/AD  

Fig 5: Confusion matrix of the proposed AD detection model 

5.2.2 Comparison with DL classifiers: 

The comparative analysis of accuracy, recall and specificity 

of the proposed DL-ADDM for CN/AD, MCI/AD and 

CN/MCI using DL classifiers is presented in Figure 6. The 

proposed DL-ADDM also compared the performance of 

recent DL architectures [36] such as VGG-16, CNN and 

CNN with inception block. Correspondingly, it is 

demonstrated that the proposed DL-ADDM has the 

proficiency to discriminate the false rates from the input 

data.

(a) CN/AD (b) CN/MCI  

(c) MCI/AD  

Fig 6: Comparative analysis of accuracy and recall of proposed DL-ADDM with DL classifiers 

In addition, it is perceived that the proposed methodology 

can potentially discover AD by mapping the target values 

and the input considerably. On the other hand, the proposed 

DL-ADDM achieved better accuracy due to selecting the 

best feature extraction and feature fusion strategy, which 

includes Deep_CNN and Residual Network. Also, it is 

understood that the proposed DL-ADDM has appropriately 

predicted the wrong value rates for AD detection. 
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Furthermore, the proposed DL-ADDM can exactly predict 

the class labels of AD for the input as well as define the 

exact positive rates. Even through the accuracy of VGG-16 

is almost similar to the proposed model, the feature learning 

complexity tends to be very high in VGG-16 compared to 

the proposed model. Table 4 indicates the comparison of 

different classes using DL methodologies.

Table 4: Comparison of CN/AD, MCI/AD and CN/MCI using DL architectures 

Classifier Class 
Accuracy 

(%) 
Recall (%) 

Specificity 

(%) 

Precision 

(%) 

VGG16 

CN/AD 99.14 99.5 - 99.5 

CN/MCI 99.2 99.5 - 99.5 

MCI/AD 99.3 99.5 - 99.5 

CNN 

CN/AD 98.59 97.22 100 - 

CN/MCI 88.37 80.56 94 - 

MCI/AD 97.62 96 100 - 

CNN with 

inception block 

CN/AD 92 92 92 93.1 

CN/MCI 88.23 85.71 85.71 91.665 

MCI/AD 91.76 90 90 93.85 

Proposed 

CN/AD 99.5 99.4 98.3 99.3 

CN/MCI 99.3 98.5 99.5 99.2 

MCI/AD 99.6 95.8 99.8 100 

 

5.2.3 Accuracy comparison with and without fusion 

The accuracy of the proposed model with respect to IoT data 

is obtained to be 98.56% whereas the accuracy in terms of 

Image data is obtained to be 97.96% before fusion. On 

merging the features extracted from IoT and image data, the 

overall accuracy of the proposed model is obtained to be 

99.5% for CN/AD classification, 99.3% for CN/MCI 

classification and 99.6% for MCI/AD classification. The 

fundamental benefit of merging the multimodal features is, 

identification of compact salient features set that effectively 

maximizes the classification accuracy with minimal rates of 

false positives. Through the adoption of DFS strategy, most 

of the irrelevant features can be diminished and thereby the 

overall classification modal efficiency can be enhanced.  

5.2.4 Evaluation of ROC 

In this section, the receiver operating curve (ROC) of the 

proposed DL-ADDM has been analyzed. In AD detection, 

the ROC analysis has executed against a true positive rate 

(PR) and false PR to discriminate the value of the area under 

the curve (AUC). Figure 7 demonstrates the ROC 

evaluation for the proposed AD detection model. In the 

ROC graph, the false PR is designated by the x-axis, and the 

y-axis shows the true PR. The proposed DL-ADDM can 

differentiate among the target classes of AD. The proposed 

DL-ADDM has obtained a better AUC value by deepening 

the probability of discovering the class labels resulting from 

the input parameters. Henceforth, the proposed DL-ADDM 

is applicable for significantly classifying AD. 

 

Fig 7: ROC analysis of proposed DL-ADDM 

5.2.5 Evaluation in terms of model accuracy 

In AD detection, assessing accuracy and loss helps estimate 

the efficiency of the AD detection model. For training and 

testing the dataset, the proposed DL-ADDM is better 

illustrated in terms of accuracy and loss. The proposed DL-

ADDM has achieved maximum accuracy and is better than 

traditional approaches. Figure 8 shows the training and 

testing accuracy validation for the proposed DL-ADDM in 

terms of MCI/AD, CN/MCI and CN/AD. The proposed DL-

ADDM has achieved excellent results for both training and 

testing instances. The accuracy score obtained for the 

proposed DL-ADDM is analyzed with the importance of 

training and testing samples. The figure shows that the 

training and testing curves are comparable, indicating the 

effectiveness of the proposed DL-ADDM in influencing the 

test patterns.  
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Fig 8: Training and testing accuracy of the proposed AD 

detection model  

As seen in figure 8, the error value leads to the gap between 

the training and testing curve. For maximum epochs, the 

non-conformity between the training and testing curves has 

diminished, and it brings to increase the performance rate of 

AD detection. Furthermore, the proposed DL-ADDM has 

adept less over-fitting concerns. The proposed DL-ADDM 

has trained for different epochs to assess AD detection and 

classification ability. Additionally, the proposed DL-

ADDM has trained well and accomplished better outcomes 

while maximizing the number of epochs.  

 

Fig 9: Training and testing loss of proposed AD detection 

model 

Then, the obtained loss values of the proposed DL-ADDM 

were significantly evaluated with the consequences of 

training and testing samples. Figure 9 validates the training 

and testing loss of the proposed DL-ADDM by varying the 

number of epochs. The figure demonstrates that the training 

and validation loss of the proposed DL-ADDM has 

contracted over time, and the test loss holds slightly above 

the training loss. As a result, the proposed DL-ADDM has 

accomplished a balance between the underfitting and 

overfitting complications.  

5.2.6 Discussion  

To promote early treatment, exact AD classification using 

multimodal data possess a major requirement in medical 

field. The classification of multimodal data systems are 

contemplated as a significant field in AD classification. In 

the proposed DL-ADDM model, novel methodologies are 

implemented for AD classification through the acquisition 

of IoT and Image data. The accurate classification outcomes 

are promoted whereas 99.5% of accuracy is attained for 

CN/AD classification, 99.3% for CN/MCI classification 

and 99.6% for MCI/AD classification. The pre-processing 

step is carried out using min-max normalization, missing 

value imputation and data validation in case of IoT data. The 

most discriminant features of IoT data are extracted using 

WAE and Attn-BiLSTM. In case of image data, pre-

processing step is undertaken using min-max gaussian filter 

whereas the features are extracted using 

Conv_Capsnet_COA model.  The obtained features of 

multimodal data are fused together to generate a feature 

vector for the further classification of AD using Softmax 

classifier.  

Precise classification outcomes can be obtained by the 

proposed model on considering the performance metrics 

like accuracy, precision, recall and specificity. Significant 

outcomes can be attained by the proposed model because of 

certain merits like improved network performance, less 

error rates, higher training capability, prioritized significant 

features and efficient fusion of features. The proposed 

outcomes are assessed through comparison with existing 

DL based classifier models like CNN, VGG16 and CNN 

with inception block. The outcomes exposed that the 

proposed DL-ADDM model outperformed the existing 

classifiers. The surveyed method in Qiu, Shangran et al. [18] 

does not describe a suitable solution for precise AD 

classification. In El-Sappagh et al. [19], the drawback of 

non-interpretable decisions and increased false positives are 

noticed. The accuracy is improved in Divya and Shantha 

Selva Kumari [20] but imbalance outcomes are noticed 

because of huge dataset consideration. Due to the 

accumulation of larger datasets, huge computational 

complexity is noticed in El-Sappagh et al. [21]. Because of 

higher training complexity in Helaly et al. [22], the training 

time tends to be high. As the consideration of features are 

ineffective in Zhang et al. [23], the model tends to be 

computationally expensive. Less training ability is noticed 

in Sun et al. [24] because of considering non-relevant 

features. Because of these complexities, the existing models 

promotes degraded performance whereas the proposed 

model tends to be highly superior by conquering existing 

drawbacks.  

6. Conclusion  

This paper proposes a new multi-model feature processing 

approach using DL for detecting AD. Primarily, the sensed 

medical-related IoT data and images are provided for pre-

processing. Next, feature extraction is performed using a 

weighted auto encoder (WAE) with attention-based bi-

directional long short term memory (Attn_BiLSTM) for IoT 

data and convolutional capsule network_chimp 

optimization algorithm (Conv_Capsnet_COA) for an 
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image. Subsequently, the extracted features from IoT data 

and image model are fused using deep fusion strategy 

(DFS), and fused feature vectors are provided into softmax 

for classification. The performance of DL-ADDM is 

compared with recent existing ML and DL classifiers to 

determine the efficiency of AD detection. The proposed 

multimodal AD detection model has accomplished better 

accuracy of 99.5% for CN/AD, 99.3% for CN/MCI and 

99.6% for MCI/AD; recall of 99.4% for CN/AD, 98.5% for 

CN/MCI and 95.8% for MCI/AD; and specificity of 98.3% 

for CN/AD, 99.5% for CN/MCI and 99.8% for MCI/AD, 

respectively. Even with better performance, the proposed 

method must search for the most discrimination features to 

improve the detection performance. In future, the most 

discriminating features will be analysed using hybrid 

optimization algorithms.  
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