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Abstract: Hierarchical approach for overall management of a multi-channel wireless sensor network seems to be more practical in terms 

of stability, scalability and also reliability. Clustering of nodes in such a hierarchical network plays an important role. Moreover, appropriate 

selection of cluster head nodes can not only improve the network performance but it can result in prolonged lifetime of the network too. In 

this paper, a node clustering algorithm for multi-channel wireless sensor network is proposed along with a methodology for selection of 

the respective cluster head nodes. The node clustering algorithm may be executed at sink and nodes are clustered considering two different 

parameters namely geographic proximity and availability of common channels. The nodes inside a cluster are expected to be geographically 

close to each other and also they are desired to have access to maximum number of common communication channels. Access to common 

communication channels shall reduce the overhead due to channel switching. Again at the time of selection of the cluster head nodes, the 

principles of Analytic Hierarchy Process (AHP) are exploited and as per AHP principles, the most suitable node is selected as the cluster 

head for a cluster of nodes. The performance of the proposed protocol has been evaluated and compared with few benchmark techniques 

available in literature. The proposed approach outperforms other protocols in terms of energy efficiency, throughput, end-to-end delay, 

communication overhead, network lifetime,  and re-clustering time. The future scopes of the work are outlined.   

Keywords: Wireless Sensor Networks, Multi-channel Wireless Sensor Networks, Analytical Hierarchy Process, Clustering, Mobility. 

1. Introduction 

Over the last decade, there has been a significant advancement in 

both hardware and communication technology. Multi-channel 

communication-capable sensor nodes are now commercially 

available. Thus, in the environment of typical wireless sensor 

networks, there has been a trend to set up such sensor nodes that 

are able to communicate across several channels. Compared to 

single-channel Wireless Sensor Networks (WSN), the 

performance of multi-channel Wireless Sensor Networks (MWSN) 

is significantly improved. Multi-channel WSNs support several 

communication frequencies, simultaneously [1]. Because the 

nodes have access to many channels, they have a variety of 

possibilities in terms of channels for data communication [2]. As a 

result, the nodes have options for choosing the communication 

channels. It is important to remember that MWSNs expend more 

energy than single-channel WSNs [3]. Single channel WSN 

generally performs well in low traffic conditions; thus they 

perform efficiently especially when energy efficiency is taken into 

account [4]. However, in situations with high traffic loads, single 

channel WSN finds it challenging to manage the situation. Again, 

as compared to single channel WSN, MWSN performs better in 

situations with high traffic [5]. Many protocols for WSN have 

already been developed, but they are incompatible with the MWSN 

setup. The development of appropriate protocols and algorithms is 

required at every level, from the physical layer to the application 

layer, in order to fully utilize the potential of the MWSN system. 

The routing protocols and medium access control protocols are 

essential to the efficient operation of a MWSN system. Therefore, 

developing effective protocols for varied uses, using multiple 

protocol stack layers (i.e., cross layer approach) is an open research 

topic. Protocols and algorithms that have been developed for WSN 

are not effective in MWSN setup, especially when quality of 

services considerations are taken into account. There has been a 

trend for replacing traditional WSN by MWSN in various domains 

such as Industrial Internet of Things (IIoT).  One of the reasons 

being the significant advancements in hardware technology that 

have taken place recently, MWSN is gradually gaining popularity.  

In present time, sensor nodes in particular are more efficient in 

terms of transmission, energy consumption, and support for multi-

channel communications [6]. MWSN applications are generally 

found in various industries such as the military, building, 

healthcare, etc. [7] [8][16]. 

The operational efficiency of such a network is highly influenced 

by the logical organization of the sensor network. It has been 

understood that a hierarchical network setup is much more stable, 

scalable, robust and also efficient. Thus node clustering in a given 

WSN or MWSN setup is an important problem while hierarchical 

organization of the sensor network is considered. Nodes in a 

network set up are clustered considering different features such as 

proximity of the nodes in terms of geographical distance, or other 

similar attributes. Although, there are a few node clustering 

algorithms already developed for WSN (such as LEACH [26]), 

straightforward application of these algorithms in a MWSN setup 

is not advisable considering the unique characteristics of MWSN 

nodes. Access to multiple channels by the sensor nodes in a 

MWSN setup enables clustering of nodes with a distinct 
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perception. For example, availability of common channels for 

communication, for different sensor nodes makes those nodes 

similar. Since similarity is the major parameter in choosing the 

cluster members for a particular cluster of nodes, this similarity 

measure in terms of common channel availability shall enable node 

clustering with a unique approach.  

In this paper, node clustering along with cluster head selection has 

been the problem addressed.  

A node clustering approach is proposed along with a cluster head 

selection algorithm. The cluster head selection is achieved by 

exploiting the principles of Analytical Hierarchy Process (AHP). 

AHP is a statistical tool that can be used for optimization purpose.  

After the sensor nodes are deployed, the sensor field is essentially 

clustered into several clusters. Although the clustering techniques 

available for WSN can be used to produce this sensor field 

clustering [22][23], it is felt that there is scope to have a different 

clustering approach as mentioned above that shall give importance 

to the parameter like availability of channels to the nodes.  

For multi-channel WSNs, there aren't many cluster-based 

protocols available; these are detailed in [13][14]. When using a 

cluster-based strategy, there is always a hierarchical transmission 

structure. The data is transmitted from the regular sensor nodes to 

the corresponding cluster head node, which then forwards the data 

to the sink directly or via a multi-hop protocol that includes a few 

additional cluster head or relay nodes along the way. This method 

reduces the overall energy expenditure.  Data from the sink is 

typically sent to and received by the cluster head node. Therefore, 

in a MWSN configuration, all intra-cluster communications 

between regular cluster member nodes and the corresponding 

cluster head node must use the proper communication channels. 

Furthermore, for the full multi-hop communication that begins 

with a certain cluster head node and finishes with the sink, the 

proper channels must be determined.  

Conventional clustering strategy those are available can be found 

in literature [22][23]. In this work, a novel method is used to 

identify the cluster head nodes.  An extremely effective approach 

for determining the best decisions is the Analytical Hierarchy 

Process (AHP) [17][18]. The cluster head node in each cluster has 

been chosen by utilizing AHP. An eligible node for cluster 

headship can be chosen to be the cluster head node by employing 

AHP. Since the cluster head node is in charge of communicating 

with the sink, the cluster head node must also be assigned the 

proper channels after it has been chosen.  

Members of a cluster are other nodes that are part of that cluster. 

The number of nodes that will make up a cluster is not 

predetermined. Either a stationary or mobile node can serve as the 

cluster head node.  Members of the cluster communicate with each 

other through the corresponding cluster head node rather than the 

base station directly. Every cluster in the specified configuration 

has a unique cluster ID.  Similarly, every node has a unique ID. 

Thus a node is associated to two different IDs such as Node ID, 

and cluster-ID. An assumption made here is s follows: different 

channels are distinguished uniquely throughout the entire system, 

by their distinct colors [21]. When data transmission takes place, 

the cluster head node handles long-distance communication with 

the sink, while the cluster members use the designated channel to 

transfer data to the corresponding cluster head node. Various 

cluster head nodes may be allocated distinct time slots for the 

purpose of data transmission. The simulation results establish 

superiority of the proposed scheme in terms of various 

performance parameters over other contemporary schemes.   

The rest of the paper is organized as follows: in section 2 related 

works are presented, followed by section 3 in which the proposed 

protocol is described in detail. Section 4 presents the simulation 

results and the paper is concluded in the section 5. 

2. Related Works 

In hierarchical wireless sensor networks, clustering is a crucial 

strategy for maintaining network consistency, stability, scalability, 

and energy economy. In such networks, clustering techniques are 

employed in order to form clusters of nodes. Even distributed 

clustering approaches have been developed to address various 

issues such as energy efficiency and network longevity, i.e., 

lifetime. In cluster based networks, forwarding nodes (gateway 

nodes) are used to forward the essential information to the rest of 

the network. Each cluster is made up of certain number of nodes 

known as cluster members, and a cluster head (CH). Data packets 

are forwarded to the CH by the ordinary cluster members. The CH 

collects data, and aggregates it, to save energy. Cluster members 

often communicate with the cluster head. On the way to the sink, 

the cluster heads may also create additional layers of clusters 

among themselves. This section describes a few such protocols that 

use clustering as a way to increase the effectiveness of the network. 

A clustering algorithm that forms unevenly sized clusters of sensor 

nodes to broadcast data to the sink is proposed in [9]. To extend 

the lifespan of sensor networks, this distributed algorithm 

determines the number of nodes, distance from the sink, and 

remaining energy of each node. Cluster heads transmit data in a 

multi-hop manner to the sink. All other clusters' traffic is 

transmitted towards the sink by the cluster head that is the closest 

to the sink. Thus, in order to maximize the performance of WSNs, 

either none or very few members are chosen to form a cluster close 

to the sink. This algorithm performs better, improves the life of the 

network, and consumes less energy. 

A cluster-based scheduling technique designed for Cognitive 

Radio Sensor Networks (CRSNs) has been proposed in [10]. Only 

mixed channels are assigned to the nodes that have one-hop 

neighbors outside of their clusters in order to prevent inter-cluster 

collisions. In order to prevent inter-cluster collisions, different 

channels are assigned to the entire set of neighboring clusters. 

Optimizing the spatial reuse and boosting network throughput 

while reducing sensor energy consumption are the goals. These are 

achieved by designating channels to those particular nodes 

exclusively. Each cluster head (CH) autonomously arranges the 

transmissions within its cluster after the inter-cluster collision issue 

has been resolved. The CH only provides time slots to its cluster 

members that are specified nodes, as the channel assignment has 

already been completed. For the cluster members (other than 

specific nodes), the pair of <channel, slot> is assigned by the CH. 

This study suggests two ways to schedule the cluster members. 

There are two algorithms used for this purpose, namely, Frame-

ICMS (Frame Intra Cluster Multichannel Scheduling) and Slot-

ICMS (Slot Intra Cluster Multi-channel Scheduling). The proposed 

method performs better than the benchmark, particularly in terms 

of energy efficiency. 

As per the technique proposed in [11], each sensor node, or 

member node, continuously gathers data from the surrounding 

environment, stores it in a buffer, and then waits for the allotted 

timeslot to transfer the data to a chosen cluster head. Every node's 

buffer is subjected to one or more threshold values that have been 

predefined. The node begins to discard the collected data if the 

buffer occupancy level is higher than the threshold value. It is 

possible for a member node to continuously gather data. It may 

take longer than anticipated time duration to transmit data to the 

sink. In this situation, the underlying application's data may 
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produce too much latency, and become unusable for additional 

analysis. The author here proposes a channel borrowing plan for 

each cluster's member nodes. Every member node keeps an eye on 

its buffer, and if occupancy rises over a predetermined threshold, 

a request for a channel borrowing is made. Every node keeps track 

of possible cluster leaders in a table. Based on signal intensity, a 

nearby cluster head is chosen for channel borrowing. The member 

node receives any available channels from nearby cluster heads. A 

threshold waiting time must be met before acknowledging the 

request to borrow a channel. The experimental findings 

demonstrate that the suggested approach improves throughput and 

network longevity while lowering packet loss, energy usage, and 

end-to-end latency. 

An improved technique for cluster formation and cluster head (CH) 

selection for multi-cluster topologies based on fuzzy logic has been 

proposed in [12]. This technique offers an extended network 

lifetime. By reducing the interference and collision, the proposed 

technique titled as Multi-Cluster Multi-Channel Scheduling 

(MMS) algorithm enhances data collection in the network. Various 

components of the proposed technique are cluster formation, 

cluster head (CH) selection, and interference-free data transfer 

through appropriate channel scheduling.  Simulation results 

demonstrates that the proposed method is appropriate for energy-

constrained wireless sensor networks since it minimizes delays and 

prolongs network lifetime in addition to enabling interference-free 

transmission. 

In [13], a cluster based multi-channel MAC (Medium Access 

Control) protocol called MPCB-HM (Multipath Cluster-Based 

Hybrid MAC) is proposed. It makes use of FDMA (Frequency 

Division Multiple Access) to enable simultaneous collision-free 

data exchange, TDMA (Time Division Multiple Access), and 

CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) 

to exchange data. In order to spread the heavy data flow across 

several channels, the nodes have multiple communication 

channels. By using this technology, collision-free transmission is 

obtained while minimizing energy usage and reducing node 

overhead. The MAC mode control is in charge of switching the 

mode from TDMA to CSMA and vice versa with the aid of intra- 

and inter-cluster communication. The use of the cluster-based 

architecture aids in increasing energy efficiency and scalability.  

A unique Bayesian non-parametric channel clustering approach is 

presented in [14]. The proposed technique determines the QoS 

(Quality of Services) levels supported over license channels that 

are accessible. The bit rate, packet delivery ratio, and packet delay 

variation of licensed channels are used as features in the feature 

space of the proposed approach, which uses the infinite Gaussian 

mixture model and collapsing Gibbs sampler to determine the QoS 

levels. Furthermore, the effectiveness of the suggested system is 

assessed using actual measurements of wireless data traces, and 

compared with baseline clustering approaches. 

MCCH (Multi-Channel Clustering Hierarchy) is proposed in [15].  

The network can be modified by choosing the cluster head to be 

the channel reference, and splitting it up into multiple clusters. 

Spreading out 100 nodes and using the probability calculations to 

select one at random, yields the cluster head. In order to maximize 

efficiency and minimize energy consumption during data 

transmission, the cluster head and cluster members are kept not too 

far apart. The Euclidean method is used to calculate the distance 

between cluster leaders or cluster heads and cluster members. 

Using a single linkage approach, cluster heads and members are 

grouped by comparing their proximity and similarity to each other, 

calculating the distance matrix of the closest (most similar) cluster 

pair, and then merging the newly formed clusters. 

Table1: Summary of literature review 

 

Protoco

ls 

Quality of services parameters 

Energy 

efficien

cy 

End-to-

end 

delay 

Throu

ghput 

Packet 

deliver

y ratio 

Netw

ork 
lifeti

me 

Scalabi

lity  

[09] Yes    yes  

[10] Yes      

[11] Yes yes yes yes yes  

[12]  yes   yes  

[13] Yes     yes 

[14]   yes yes   

[15]  yes yes    

 

It has been noted that none of the protocols mentioned above takes 

into account the issue of node and sink mobility, either jointly or 

individually. Moreover, there is no prominent work available that 

can guarantee quality of services in MWSN.   

 

3. Proposed Work 

 In this section, an approach for node clustering in a MWSN setup 

along with a technique for cluster head selection is detailed. The 

cluster head selection method is based on Analytical Hierarchy 

Process (AHP).  Figure 1 depicts a deployed MWSN which is 

clustered. Here, the sink is located outside the sensor field. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 Cluster based MWSN 

 

Initially, the multi-channel wireless sensor network (MWSN) is 

established. The sensor nodes which are multi-channel enabled are 

deployed randomly. The nodes possess multiple channels and are 

set up to communicate with these channels. Some of the sensor 

nodes are mobile, and others are stationary. The mobile sensor 

node can have mobilizer unit attached to it or it may be attached to 

other mobile objects, depending on the type of application. The 

node is predicted to have a maximum speed of two to three meters 

per second. Every node is uniquely identified by its unique 

identification number (ID). The network is inherently self-

organizing and self-starting. 

 

The entire operation of such a network may be described with the 

help of figure 2. As shown in the figure, various phases are to be 

crossed in order to achieve end-to-end data transmission.   



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(21s), 1486–1497  |  1489 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2 Phases covering entire operation of the network 

 

In this work, major focus is on cluster formation and cluster head 

selection. Once the nodes are deployed, a node clustering 

algorithm may be invoked to form the clusters. The entire sensor 

field then shall be composed of multiple clusters. Depending on 

the kind of application, different sensor nodes may virtually be 

grouped together to form clusters considering certain factors like 

residual energy, position, etc. After the clusters are formed, the 

next important task is to choose the respective cluster head nodes. 

 

Cluster formation:  

In this section, a node clustering algorithm is proposed. In has been 

assumed that the sink is resourceful and it can compute at ease. 

Moreover, energy is not a constraint for the sink. For simplicity, 

the computational burden has been shifted toward the sink. It is 

also assumed that the sink is aware of the geographic locations of 

the nodes deployed in the sensor field. As the sensor nodes are 

multi-channel enabled, each sensor node shall have access to 

multiple channels depending on the network conditions.  

 

While clustering, two parameters of each node are given maximum 

importance. Those are geographic location (Loci), and availability 

of common channels (CC). The sink is also assumed to be aware 

of the channel availability with each node in the field. Considering 

the type of application, these two parameters can be assigned 

different weights while making the clusters. Therefore, following 

quantities are computed before making the clusters. 

 

Distance between two different nodes i and j at a given time instant 

(Dij)t : Time instant is important to be considered as some of the 

nodes are mobile and thus the distance shall vary with respect to 

time.  (Dij)t can be computed using Euclidian distance formula, 

which is trivial. The inputs for computation of (Dij)t are (Loci)t and 

(Locj)t. 

 

Availability of common channels between the two nodes i and j at 

a given time instant (CCij)t: The time instant is important as the 

channel availability may change with respect to time considering 

the dynamics of the network system.  

 

Finally, weights w1 and w2 are decided considering the application 

type and assigned to (Dij)t  and (CCij)t  respectively, in order to 

compute the total credit value as given below: 

  

Total credit = [w1 ((Dij)t )] + [w2 ((CCij)t )] subjected to (w1 + w2) 

= 1.  

 

The above mentioned two parameters are heterogeneous, as one is 

a distance value and the other is a number (of channel), therefore, 

these two parameters may be normalized and be compared with an 

appropriate threshold value at the time of making a decision 

whether to keep the nodes I and j inside the same cluster or not.   

 

This process is repeated for either the entire set of nodes or for a 

subset of the nodes to form the clusters. As it is already mentioned 

the computational overhead is shifted to the sink considering its 

resource availability. The nodes are finally informed by the sink  

about their cluster information.  

 

Cluster head (CH) selection:  

For every cluster, a cluster head must be chosen. The cluster head 

node is expected to have a high level of residual energy as well as 

other attributes like channel availability, connectivity with other 

cluster members etc. The choice of cluster head may be influenced 

by mobility level as well. An optimization technique that can be 

used to make wise and efficient judgments is the Analytical 

Hierarchy Process (AHP) [17]. Thus, while choosing the cluster 

heads, the AHP principles have been utilized in this proposed 

approach. The application of AHP in cluster head node selection is 

described in this sub-section. 

Thus optimization is accomplished across several parameters in 

accordance with the AHP principles. To arrive at the best choice, 

a number of factors are taken into account. In this instance, the 

more capable sensor node must be chosen to serve as the cluster 

head for a particular cluster. A sensor node's capability is defined 

by a variety of characteristics. The capability of a sensor node can 

be calculated using a number of unique factors, including available 

queue length (also known as the buffer), mobility, residual energy, 

and others. In specific, the following four highly significant 

parameters are considered in the cluster head node selection 

process. 

 

Energy: it represents the amount of residual energy in a given 

sensor node. 

Mobility: It indicates if a node is movable or stationary. If the 

position remains fixed, the distance from the base station may be 

determined. If the node is mobile, it is necessary to take into 

account its direction (i.e., approaching or moving away from the 

sink) also and its distance from the sink. 

Node density: it represents the number of nodes present in a 

particular cluster.   

Node status: it represents queuing buffer length available in a 

sensor node.  

 

A node must have enough remaining energy within it to be chosen 

as the cluster head. Numerous iterations can be used to represent 

the sensor network's whole activity. The network configuration 

doesn't change for a specific iteration. Thus the cluster head node 

is fixed for an iteration of the network. This is one of the reasons 

for the following requirement: the cluster head node needs to have 

Network deployment 

Cluster formation 

Cluster head selection 

Data transmission from source node to cluster 

head 

Data transmission from cluster head to the sink 
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greater capabilities in terms of several factors, including available 

queuing buffer length, and residual energy. 

 

Consumed energy (average) may be computed using expression 

(1).  

Consumed energy= 
𝐸𝑜 –∑ 𝐸𝑖𝑛

𝑖=1

𝑛
                         (1)                                                         

It is possible to set the values for various parameters in a given 

network. For a few simulation trials, for example, the following 

values are taken into consideration in this work. 

 

Initial energy in each node (Eo) = 10 Joule 

Number of nodes (n) = 100  

As it is already mentioned that the nodes can be stationary or 

mobile, the cluster head node that is going to be chosen can also 

be either stationary or mobile. The permanent position of the static 

nodes could be advantageous for communication between the 

nodes that make up the cluster. But this might not be the greatest 

option if the cluster head is far from the sink. It can be more 

advantageous to choose a mobile node as CH that is traveling 

towards the sink at a slower speed. 

 

Mobility is expressed using the following expression.  

𝑀 = 𝑁(𝑥, 𝑦) ∓ 𝑆𝑛                                   (2)                                                                                                                

Here, M represents mobility and N(x,y) represents the current 

position (coordinates) of the node. Moreover, Sn represents the 

speed of the node (“+” if direction is towards the sink,  “-” if away 

from the sink). 

 

Node density has a significant impact on the node chosen to be the 

cluster head. Not every cluster has the same quantity of nodes in it. 

Furthermore, there is no pre-set quantity of nodes in any cluster. 

The node clustering algorithm determines this, dynamically. A 

node needs to be able to communicate with the sink on behalf of 

the entire cluster in order to be designated as the cluster head of a 

high density cluster. As a result, different cluster head node 

capabilities may be expected for average and low density clusters. 

For a given cluster, the node density (ND) is the combined number 

of static node (SN) and mobile node (MN), as given in expression 

(3).  

ND=SN+MN                                           (3)                                                                                                                                

 

Queuing length is the primary factor used to determine node 

status. The queuing duration is a crucial quantity for a cluster head 

node since, occasionally, all cluster member nodes communicate 

with it simultaneously. Again, the cluster head node keeps regular 

contact with the sink. The cluster head node needs to be able to 

hold onto the packets for that specific amount of time. A buffer 

overflow could result in packet loss, if the cluster head does not 

have enough queuing capacity. The average buffer capacity (Q) 

can be computed as follows (expression 4) [25]:  

𝑄 =  (𝑄𝑚𝑎𝑥 − 𝑄𝑡)/𝑄𝑚𝑎𝑥                            (4) 

Where, Qmax represents the maximum buffer size. In this work, 

the buffer size is set to 50. Qt represents the number of packets in 

the buffer queue at time t.    

 

As it has already been mentioned, the cluster head nodes are 

chosen by utilizing the principles of AHP. Figure 3 shows the 

hierarchical organization of the multiple criteria and sub-criteria 

that were employed. 

 
 

Fig 3 Hierarchical view of the cluster head selection process (as 

per AHP) 

 

The cluster head node can be chosen once all requirements have 

been examined. The selection of the cluster head node with the 

highest priority is the final objective in this step. As per the AHP 

based method, matrix Zij is used to determine the nodes' priority. 

The relative significance of the criteria at each stage is represented 

by Zij [29]. Table 2 displays relative relevance along with various 

weights applied to these importance levels. 

 

Table 2: The scale of relative importance 

 

Weights Description 

1 Equal importance 

3 Moderate importance 

5 Strong importance 

7 Very strong importance 

9 Extremely importance value 

 

1/3 1/5 1/7 1/9 are used for inverse calculation. 2, 4, 6, and 8 are 

intermediate values. 

 

Table 3 represents a calculated Zij matrix; here the number of 

criteria is considered to be 4.  

 

Table 3:  Matrix Z=(Zij), representation 

 

 Energy  Mobility  Node 

density  

Node 

status  

Energy  1 Zem Zed Zes 

Mobility  Zme 1 Zmd Zms 

Node density  Zde Zdm 1 Zds 

Node status  Zse Zsm Zsd 1 

 

As per the principle of AHP, Eigen vectors are computed; also the 

priorities are computed. Finally, the following values are 

computed: Consistency index (CI), Consistency ratio (CR), and 

Random consistency index (RI).  

 

Consistency ration is computed using expression (5). 

CR=CI/RI                                                 (5)  

                                                        

Explanation of the matrix Z i,j: In the AHP based approach, the 

comparison matrix Z=(Zij), n×n is computed for all the decision 

criteria where, n is the total number of criteria at each level. Z i,j 
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represents the relative importance of criteria i to j. Here, if Z i,j>0, 

then it indicates the importance of criteria i to j, if Z i,j=1, then it 

indicates i=j, and Z i,j =1/ Z i,j , indicates the reciprocal importance 

of criteria j relative to criteria i. Here, the number of criteria is 4 

(e.g., energy, mobility, node density and node status). For example, 

Zme represents the relative importance of mobility to energy 

metric and so on so forth, as shown in the above matrix (table 4).  

 

Then, as per the AHP principle, Eigen vector is calculated; also the 

priorities are calculated, and finally, the followings factors are 

determined [19]. 

Consistency index (CI): 

𝐶𝐼 =
𝜆𝑚𝑎𝑥−𝑛

𝑛−1
                                                 (6) 

ʎ𝑚𝑎𝑥= maximum Eigen value of matrix Zi,j 

n= number of criteria. 

 

Random consistency index (RI): The value of RI is related to the 

dimension of the matrix, and will be extracted from Table 4. It 

should be noted that consistency ratio lower than 0.10 verifies that 

the results of comparison are acceptable. 

 

Table 4: The value of Random Consistency Index, Source: [20] 

 

Dimension  RI 

1 0 

2 0 

3 0.5799 

4 0.8921 

5 1.1159 

6 1.2358 

7 1.3322 

8 1.3952 

9 1.4537 

10 1.4882 

 

Lastly, the consistency ratio (CR) is computed using the formula 

CR = CI/RI in order to validate the outcomes of the AHP.  

 

Various parameter configurations have been used, and a detailed 

analysis has been done to find the optimal set of parameters. The 

impact of the different factors is evaluated to ascertain the relative 

importance of the parameters (e.g., energy, mobility, node density, 

and node capacity) using a comparative matrix Zi,j as presented in 

Table 6. Following a comprehensive study, the resulting 

combination shows the relative relevance of the coefficients. 

 

After a thorough examination, several parameter combinations 

have been tested to discover which set of parameters works the 

best. The impact of several metrics is evaluated to ascertain the 

relative significance of the following factors: energy, mobility, 

node density, and node status, using a comparative matrix Zi,j as 

presented in Table 5. Following a comprehensive performance 

study, the resulting combination is used to indicate the relative 

relevance of the coefficients. Table 5 is just an illustration. 

 

Table 5 Weight value assumption (based on table 2) 

 

 
 

Four nodes, namely, N1, N2, N3, and N4 were taken into 

consideration in a series of experiments (simulations). As shown 

in table 6, it was discovered that Node 1 (i.e., N1), has the highest 

priority, as per the calculation described above. 

 

Table 6 Overall weights of the four nodes 

 

 
 

The relative ordering of the criteria is shown in Table 7. It is 

evident that, out of the four decision factors, mobility is the least 

significant, whereas the energy measure has a greater priority, and 

is also crucial in the cluster head selection process. Table 7 

displays the relative value of each additional criterion. 

 

Table 7:  Relative ranking of the criteria 

 

Criteria  Value  Importance  

Energy  0.376 The most important criteria  

Mobility 0.188 The least important criteria 

Node density 0.202 The third important criteria 

Node status 0.234 The second important criteria 

 

Some more such examples are worked out in this sub-section to 

establish different cluster head selection process depending on 

priority of the criteria.  

 

The mobility criterion, which is one of the chosen criteria for 

cluster head selection, is given the maximum weight. Table 8 

illustrates other requirements that are presumed.   

  

Table 8 Weight value assumption (based on table 2) 

 

 
 

We identified four nodes as N1, N2, N3, and N4 in a series of 

experiments (simulations). Following the calculations as 

mentioned above, it has been found that Node 2 (i.e., N2) has the 

highest priority, as shown in table 9. 
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Table 9 Overall weights of the four nodes 

 

 
 

The relative ranking of the criteria is displayed in Table 9. It is 

noticed that, out of the four decision factors, node status is the least 

significant, whereas mobility metric has a higher value and 

influences the choice of cluster head. Every other criterion is given 

a weight according to table 10. 

 

Table 10:  Relative ranking of the criteria 

 

Criteria  Value  Importance  

Energy  0.210 The third important criteria  

Mobility  0.337 The most important criteria 

Node density   0.316 The second important 

criteria 

Node status  0.137 The least important criteria 

 

For the next example, we consider node density as the criteria 

having the highest importance level considering all other criteria. 

The assumptions regarding the weights are shown in table 11. 

 

Table 11 Weight value assumption (based on table 2) 

 
 

In a set of experiment (simulation) we considered four nodes as 

N1, N2, N3 and N4. After calculating as described above, it was 

found that Node 3 (i.e., N3) has the highest priority, as depicted in 

table 12. 

 

Table 12 Overall weights of the four nodes 

 

 
 

The relative rankings of the criteria are presented in Table 13. 

Among the four choice factors, node status has the least 

significance, indicating that node density metric has the highest 

value, and influences the cluster head selection process. Table 13 

displays the relative weights of all other criteria. 

Table 13:  Relative ranking of the criteria 

 

Criteria  Value  Importance  

Energy  0.207 The third important criteria  

Mobility  0.267 The second  important criteria 

Node density   0.350 The most important criteria 

Node status  0.176 The least important criteria 

 

Another example is presented here.  Node status is considered to 

be the most important criterion among all other criteria. The 

assumptions of the weighs are presented in table 14. 

 

Table 14 Weight value assumption (based on table 2) 

 

 
 

Like before, four nodes, denoted as N1, N2, N3, and N4 are 

considered in a series of experiments (simulation). Table 15 shows 

that Node 4 (i.e., N4) received the highest priority.  

 

Table 15 Overall weights of the four nodes 

 

 
 

The relative ordering of the criteria is presented in Table 16. It is 

evident that, out of the four choice factors, energy is the least 

significant, while the node status measure has the highest priority 

and is crucial in choosing the cluster head node. Table 16 indicates 

the relative value of each additional criterion. 

 

Table 16:  Relative ranking of the criteria 

 

Criteria  Value  Importance  

Energy  0.138 The least important criteria  

Mobility  0.291 The second important 

criteria 

Node density   0.223 The third important criteria 

Node status  0.348 The most   important 

criteria 

 

As a summary, Figure 4 illustrates the general procedure for 

calculating the weights needed to choose the cluster head nodes 

using AHP. Figure 3 displays the criteria, while Table 2 provides 

an explanation of the importance levels of the scale. Finally, a 

single node is chosen to be the cluster head node based on the 

consistency ration (CR) value. 
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Fig 4 Use of AHP to compute the weights for cluster head selection 

4. Simulation Results 

The The proposed protocol has been simulated extensively using 

Matlab 7.1. AHP mechanism has been included to calculate the 

weights of the surrounding nodes.  Each node irrespective of their 

mobility value (static/ mobile) will have a CR (Consistency Ratio) 

value.  The node with highest CR value has the highest priority and 

gets selected as the Cluster Head for one round (iteration).  Various 

simulation parameters are enlisted in table 17.  

 

 

 

 

 

 

 

 

 

 

 

 

Table 17: Simulation parameters considered 

 

During simulation, the proposed protocol is used to form the 

clusters and to select the respective cluster head nodes. Once the 

clusters are formed and cluster head nodes are selected, standard 

approach of cluster based communication has been adopted to 

measure the network performance [30]. This is note worthy that 

the hierarchical communication protocol proposed in [30] has been 

developed by this group only. Then various quality of service 

(QoS) parameters are evaluated under the influence of the 

proposed methods of clustering and cluster head selection, and 

similar but other benchmarks methods [26][27][28]. Different QoS 

parameters considered for comparative study are energy 

efficiency, end-to-end delay, throughput, overhead, network 

lifetime and re-clustering time. The proposed protocol is compared 

with well known algorithms like LEACH: Low Energy Adaptive 

Clustering Hierarchy [26] , ADCA: Adaptive Distributed 

Clustering Algorithm [27], and EAFCA: Energy Aware Fuzzy 

Clustering Algorithm [28].  

 

Energy efficiency: 

Nodes are expected to consume minimum energy during the 

network operation. The total amount of energy consumed (TE) 

may be expressed as given in expression (7).  

 

 TE= ET + ER + EI                                          (7) 

 

ET= Energy consumed due to data transmission 

ER= Energy consumed due to data reception 

EI= Energy consumed against idle listening  

 

If a k-bit data message is forwarded between two nodes separated 

by a distance of r (meters), then the energy expended due to 

transmission can be expressed as given in expression (8) as per 

[24].  

 

𝐸𝑇𝑥(𝑘, 𝑟) = 𝐸𝑇𝑥(𝑘) + 𝐸𝑚𝑝(𝑘, 𝑟) = {
𝑘𝐸𝑇𝑥 + 𝑘𝑒𝑓𝑠𝑟2, 𝑟 < 𝑟0

𝑘𝐸𝑇𝑥 + 𝑘𝑒𝑚𝑝𝑟4, 𝑟 ≥ 𝑟0
                                                                       

(8)  

Similarly, energy expended against receipt ion of k bits may be 

expressed as given in expression (9).  

 

Parameters Value 

Number of channels 8 

Number of nodes 100 (75static node 25 mobile  

node) with  one static sink (or 

base station) 

Node  velocity 2-5 meter/second 

Initial energy of each sensor 

nodes 

Eo= 10 Joule 

Radio range 50 meters 

Packet queue size 10 packets 

Packet size 4000 bits 

Simulation surface 100 X 100 (in  meters) 

Topology Random 

Packet generation rate 10 packets  per  second 

Number of reading repetitions 10  
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𝐸𝑅𝑥(𝑘) = 𝑘𝐸𝑅𝑥                                             (9) 

 

𝐸𝑇𝑥 and 𝐸𝑅𝑥 are the energy dissipations per bit for transmission 

and reception, respectively, 𝑒𝑓𝑠 and 𝑒𝑚𝑝 denote transmit amplifier 

parameters corresponding to the free-space and the two-ray 

models, respectively, and 𝑟0 is the threshold distance given by 

𝑟0 = √𝑒𝑓𝑠/𝑒𝑚𝑝                                            (10)  

 
Fig 5: Energy efficiency 

 

Energy efficiency analysis under the influence of various protocols 

is presented in figure 5. It is observed that the proposed approach 

consumes minimum energy. This is mainly due to better selection 

of cluster head node and better clustering of nodes.  

 

Throughput (TH): 

The network system is expected to offer maximum throughput 

under the influence of the proposed protocols. Throughput is 

defined in terms of percentage (%) calculated using the ratio 

between the numbers of packets received to the numbers of packets 

transmitted during a particular time interval.   

 

TH = ( PR / PT) × 100                             (11) 

 

Here, PR= Packet received; and  PT= Packet Transmitted.  

Throughput analysis under the influence of various protocols 

including the proposed one is presented in figure 6.  

 

 
Fig 6: Throughput 

 

Throughput of the network under the influence of the proposed 

protocol is maximum and it around 60%. This implies that there 

has been minimum loss of packets in comparison to the other 

protocols. This is due to again better selection of cluster head nodes 

and better grouping of the nodes in the form of clusters.  

 

End-to-end delay (D):  

Minimum end-to-end delay is desired. End to end delay is the time 

duration taken by a packet required in order to travel from source 

node to the destination node. For simplicity, without loss of 

generality, his duration is expressed in terms of two major 

parameters namely, travel time in various links and time required 

for processing (to forward) in various intermediate routers or relay 

nodes, as expressed in (12).  

 

D= ∑ 𝑇𝐿 + ∑ 𝑇𝑅
𝑚
𝑗=1

𝑛
𝑖=1                                   (12) 

 

Here, TL= time taken by link; TR= time taken by router/hub. 

 

End-to-end delay analysis under the influence of various protocols 

including the proposed one is presented in figure 7.  

 

 
Fig 7: End-to-end delay 

 

End-to-end delay is the minimum under the influence of the 

proposed protocol. This is so because of the fact that the queuing 

delay in the intermediate routers and other nodes are the minimum. 

This has connection to the fact that appropriate nodes were selected 

as the cluster head nodes under the influence of the proposed 

protocol.    

 

Overhead (EOV): 

Minimum overhead is desired. This is the energy consumed due to 

the transmission and reception of control packets. As a part of the 

network management, the control packets move across the network 

and some of the intermediate nodes need to receive and forward 

such packets including the routers. Thus total overhead is the 

summation of the energy expended by various nodes due to the 

transmission and reception of the control packets. This is expressed 

in (13).  

 

EOV =  ∑ 𝑒𝑖
𝑛
𝑖=1                                          (13) 

 

EOV = overhead in a given duration; 𝑒𝑖=energy consumed by each 

node. 

Moreover,  𝑒𝑖= 𝐸𝑡𝑥 + 𝐸𝑡𝑟                        (14) 

Here, 𝐸𝑡𝑥 = consumed energy for transmission; and 𝐸𝑡𝑟= 

consumed energy for reception. 

 

Overhead analysis under the influence of various protocols 

including the proposed one is presented in figure 8.  
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Fig 8: overhead 

 

Overhead is again the minimum under the influence of the 

proposed protocol. The proposed protocol incurs minimum packet 

loss and therefore, minimum re-transmission. Thus overall 

expenditure against control packet transmission is the minimum.  

 

Network lifetime: 

Prolonged network lifetime is desired. In this work, network 

lifetime is considered to be the time elapsed till the death of 75% 

of the total nodes deployed in the network; here, time is measured 

in terms of rounds (n). Again, ten such rounds is considered to be 

equivalent to 1 cycle. N is the total number of nodes deployed then 

the number of nodes alive at round n <= .25(N); here n is the 

network lifetime.  

 

Network lifetime analysis under the influence of various protocols 

including the proposed one is presented in figure 9 

 

The network achieves prolonged lifetime due to the proposed 

protocol. This has link to the energy efficiency of the protocol as 

mentioned already. The nodes deplete energy slowly as overhead 

is minimum and the best node is selected as the cluster head node 

for each cluster.  

.  

 
Fig 9: Network lifetime 

 

Re-clustering time (RT): 

Prolonged re-clustering time is desired. Re-clustering time is again 

the number of rounds after which the need of re-clustering arises. 

Need of re-clustering may arise due to various reasons such as 

network partition, excessive packet loss, or death of nodes etc.  

 

RT=m                                                     (15) 

 

Here, RT= re clustering time; m is the no of rounds in which re-

clustering is initiated. 

Thus at round m, the no of dead nodes >= .75(N); where N is the 

total number of nodes deployed in the network. 

Re-clustering time requirements under the influence of various 

protocols including the proposed one is presented in figure 10.  

 
Fig 10: re-clustering time 

It has been observed that the life each of the clusters is the 

maximum due to the proposed protocol. This has connection to 

other performance parameters such energy efficiency, overhead, 

and network lifetime. As better clusters are formed and most 

appropriate nodes are selected as cluster head nodes, the proposed 

protocol incurs minimum energy expenditure and thus the nodes 

live for longer time duration. Again, mobility of the nodes was 

considered, while forming the clusters as well as selecting the 

cluster head nodes under the influence of the proposed protocol, 

thus each cluster remains valid for a relatively longer duration.   

5. Conclusion And Future Scope 

A node clustering algorithm for multi-channel wireless sensor 

network has been proposed in this paper. The nodes in the network 

may be mobile also. Thus entire network is consisting of a mix of 

static nodes and mobile nodes. However, the sink is considered to 

be static. The node clustering algorithm considers two different 

parameters such as geographic location of each node, and 

availability of common channels for communication. These two 

parameters are given certain weights while clusters are formed. 

These weights may be decided at the time of implementation 

considering the application requirements. In each cluster, the nodes 

are expected to be geographically close to each other although it 

may not be the case always, and the nodes are expected to have 

access to certain number of common communication channels. 

After the clusters are formed, cluster head node for each cluster 

needs to be identified. Cluster head nodes are selected applying the 

principles of Analytic Hierarchy Process. The AHP principles 

facilitates in selecting the most suitable node as the cluster head 

node for each cluster, considering different objectives or 

parameters. The proposed clustering approach and the cluster head 

selection technique are extensively simulated in order to observe 

respective performances. Different performance parameters 

considered in this evaluation are energy efficiency, throughput, 

end-to-end delay, overhead due to the communication of control 

packets, network lifetime, and re-clustering time. The proposed 

protocol outperforms other similar protocols such as LEACH (Low 

Energy Adaptive Clustering Hierarchy), ADCA (Adaptive 

Distributed Clustering Algorithm), and EAFCA (Energy Aware 

Fuzzy Clustering Algorithm), in terms of all the above mentioned 

performance parameters.  

In future, the proposed protocol may be evaluated for higher 

mobility values of the nodes including a mobile sink, as there shall 

be many applications having such characteristics. Moreover, 

security aspects in such environments may be investigated and if 

possible, effort may be put to integrate security with clustering as 

well as routing protocols.  
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