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Abstract: Outliers play crucial role in applications like disease diagnosis, fraud detection techniques and cyber security to 

mention few. Unsupervised learning techniques like clustering are widely used, in the area of machine learning, towards 

outlier detection. However, most of the existing methods did not consider dual tasking benefits of using clustering that not 

only renders quality clusters but also identifies outliers effectively. We proposed a framework named Unsupervised Learning 

based Outlier Detection Framework (UL-ODF). An algorithm named Novel Outlier Detection Method in High Dimensional 

Data (NODM-HDD) is defined. The algorithm has mechanisms to improve compactness of clusters made besides 

determining outliers. The algorithm exploits an enhanced version of K-Means clustering technique. A prototype is built to 

validate the utility of the framework and the underlying algorithm. Different benchmark datasets and metrics are used in the 

empirical study. The experimental results revealed that the NODM-HDD shows better performance over the state of the art. 
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1. Introduction 

Outliers play crucial role in applications like 

disease diagnosis, fraud detection techniques and 

cyber security to mention few. Unsupervised 

learning techniques like clustering are widely used, 

in the area of machine learning, towards outlier 

detection. However, most of the existing methods 

did not consider dual tasking benefits of using 

clustering that not only renders quality clusters but 

also identifies outliers effectively. ML based outlier 

detection methods such as [1], [2], [3], [4], [5], [6], 

[7], [8], [9], [10] are found in the literature. 

However, they used different application domains 

such as traffic, networks, Wireless Sensor Network 

(WSN), Internet of Things (IoT) etc. Evolutionary 

approaches for outlier detection are investigated in 

[3]. Generative Adversarial Network (GAN) is 

used for outlier detection as studied in [11] and 

[12]. Ensemble approaches for improving accuracy 

are found in [13] and [14]. Clustering based 

approaches are discussed in[15], [16] [17] and 

[18],in [17] Shared Neighbor based clustering on 

text is discussed, and in [18] C-means a soft 

computing based clustering algorithm on images is 

applied.  From the literature, it is understood that 

there are various approaches for outlier detection. 

However, we believe that unsupervised approaches 

with optimization provide better performance for 

outlier detection. We also found that Holoentropy 

metric based approach helps in detecting outliers 

while performing clustering to have dual benefits. 

In this paper we proposed an approach that exploits 

clustering in a novel way. A framework known as 

Unsupervised Learning based Outlier Detection 

Framework (UL-ODF) is proposed. An algorithm 

named Novel Outlier Detection Method in High 

Dimensional Data (NODM-HDD) is defined. The 

algorithm has mechanisms to improve compactness 

of clusters made besides determining outliers. The 

algorithm exploits an enhanced version of K-Means 

clustering technique. A prototype is built to 

validate the utility of the proposed framework and 

the underlying algorithm. Different benchmark 

datasets and metrics are used in the empirical study. 

The experimental results revealed that the NODM-

HDD shows better performance over the state of 

the art. Our contributions are as follows. 

 

1. A framework known as Unsupervised Learning 

based Outlier Detection Framework (UL-ODF) is 

proposed and implemented.  
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2. An algorithm named Novel Outlier Detection 

Method in High Dimensional Data (NODM-HDD) 

is defined. 

3. A prototype is built to validate the utility of the 

proposed framework and the underlying algorithm. 

 

Other sections in the paper are as follows. 

Section 2 make a review different methods of 

outlier detection that provides required gaps on the 

research. Section 3 presents the proposed 

framework while section 4 provides evaluation 

methodology. Section 5 provides results of 

empirical study while Section 6 concludes the work. 

 

2. Related Work 

This section reviews literature on various 

methods of outlier detection. Dwivedi et al. [1] 

explored WSNfor possibilities in outlier detection 

application. They proposed outlier detection 

method in WSN based on MLapproaches like 

Bayesian Belief Network. However, their method 

depends on training samples for ground truth. Jiang 

et al. [2] also used ML techniques for outlier 

detection but focused on Internet of Things (IoT) 

use cases. Deng et al. [3] used one class Support 

Vector Machine (SVM) along with Genetic 

Algorithm (GA)for detecting outliers. Liu et al. [11] 

explored GAN based method for outlier detection 

where generator and discriminator components 

play a non-cooperative game for efficient detection 

of outliers. Rayana et al. [13] proposed an 

ensemble method for outlier detection with many 

base detectors such as kNN. Malini and Pushpa [19] 

focused on kNN based outlier detection for credit 

card fraud detection. Liu et al. [20] proposed a 

method known as Local Projection Score (LPS) 

and used it for outlier detection. Domingues et al. 

[21] reviewed different outlier methods while Nesa 

et al. [22] and Nguyen et al. [23] used machine 

learning techniques for detecting outliers among 

traffic incidents. 

Bondu Venkateswarlu et al attempted and used for 

the algorithm of   Clustering is an unattended 

classification and is a process of partitioning a 

group data object from one set into several classes. 

This can be done by applying various equations and 

steps regarding the distance algorithm, namely the 

Euclidean Distance [24]. Zhao et al. [28] proposed 

a multi-view outlier detection technique to support 

computer vision tasks. Chakraborty et al. [14] 

combined ensemble learning and deep learning to 

have better detection of outliers. Christy et al. [15] 

explored clustering for outlier detection. Souza and 

Amazonas [26] proposed an outlier detection 

method in the context of big data processing. 

Munoz-Organero et al. [27] combined outlier 

detection and deep learning to solve problems 

associated with traffic in cities. Maniruzzaman et al. 

[28] used outliers for diabetes risk stratification 

while Ren et al. [29] used outlier detection for 

realising intrusion detection system (IDS). Erkus 

and Purutçuoglu [30] proposed a method based on 

frequency domain. Althaf Hussin Basha et al 

proposed and used Partial Least Square approach 

regression analysis technique for to detect the 

outliers. They has been used Laser dataset to find 

out the outliers and also the Mahalanobis distance, 

Jackknife distance and T2 distance were calculated 

for finding the outliers [31]. Inoue et al. [4] focused 

on finding anomaly detection in water treatment 

plant using outlier detection. Outliers to detect 

financial frauds [5], [32], fraud detection in 

medical care [6], detection of Trojan attacks [33], 

IDS [34], indoor localization [35], GAN [12], 

monitoring wind turbine condition [7] and 

detection of positive active power [38] are 

contributions found in the literature. Ayesha et al 

[37] reviewed different deep learning models which 

can also be used for detecting outliers. It is 

understood that there are various approaches for 

outlier detection. Furthermore, Unsupervised K-

Means technique is used for clustering high 

dimensional microarray data [51]. However, we 

believe that unsupervised approaches with 

optimization provide better performance for outlier 

detection. We also found that Holoentropy metric 

based approach helps in detecting outliers while 

performing clustering to have dual benefits. In this 

paper we proposed an approach that exploits 

clustering in a novel way.  

 

3. Unsupervised Learning Based Outlier 

Detection Framework 

This section presents the proposed framework for 

outlier detection and its underlying algorithm and 

its functionality.  

 

3.1 The Framework 

An outlier detection framework named Novel 

Outlier Detection Method in High Dimensional 

Data (NODM-HDD) is proposed. Its novelty lies in 

its underlying mechanisms in dealing with dual 

tasks of efficient clustering and thereby isolating 

outliers effectively. The framework results into a 
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set of clusters and some points as outliers that are 

of much value in deriving business intelligence 

(BI). The framework is illustrated in Figure 1. It 

takes high dimensional data as input and results in 

highly compact clusters and correctly identified 

outliers. The given data is taken as input and its 

feature space is extracted. Afterwards, the feature 

space is divided into many partitions. Here a basic 

strategy such as K-Means is used for partitioning. 

Since basic partitions are further processed, simple 

K-Means is found sufficient. There are benefits in 

dividing data into initial partitions with 

corresponding matrix. First, the matrix can show 

information pertaining to cluster belonging which 

is crucial for outlier detection context. Second, the 

binary space in the form of matrix is much easier to 

detect outliers provided categorical features. As 

explored in [38] we used Holoentropy metric for 

outlier detection that is suitable for the work in this 

paper. Holoentropy is the summation of entropies 

obtained from all attributes. It is based on 

information theory and handles well when there is 

categorical data.  

 

Fig 1: Overview of the proposed outlier detection framework 

 

Two binary matrices are derived from the partitioned 

data. One is derived initially while the other is the 

optimized binary matrix. These matrices are used in 

order to initialize K centroids. After this step, an 

iterative process is involved in order to compute 

distance, identify outliers, assign points to centroids 

and update centroids. This process continues until 

convergence. Finally, the process results in compact 

clusters and correctly identified outliers. While 

discovering points to be included in clusters, the 

framework simultaneously discovers outliers that are 

isolated from clusters. Thus the framework reflects a 

clustering mechanism which is non-exhaustive where 

some data points are not assigned any cluster labels. 

Such points are outliers that are used to made well 

informed decisions in different real world applications.  

3.2 NODM-HDD Algorithm 

An algorithm named Novel Outlier Detection Method 

in High Dimensional Data (NODM-HDD). The 

algorithm has mechanisms to improve compactness of 

clusters made besides determining outliers. The 

algorithm exploits an enhanced version of K-Means 

clustering technique. A prototype is built to validate 

the utility of the proposed framework and the 

underlying algorithm. Different benchmark datasets 

are used in the empirical study. Different metrics are 

used to evaluate the proposed algorithm. The 

experimental results showed that the NODM-HDD 

shows better performance over the state of the art. 

Algorithm: Novel Outlier Detection Method in High Dimensional Data 

Input: High dimensional dataset D 

Output:Clusters C and outliers O 

 

1. Start 

2. Initialize centroids vector V 

3. PCreateBasicPartitions(D) 

4. [B1, B2]  CreateBInaryMatrices(P) 
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5. VInitializeCentroids(B1, B2) 

6. For each point p1 in B1 

7. For each point p2 in B2 

8. find distance between p1 and p2 

9.       Find suitable centroid 

10.       Find outliers (where distance is large) //apply Holoentropy metric 

11.       Isolate outlier point 

12.       Update O 

13.       Assign other point to centroid 

14.       Compute arithmetic mean 

15.       Update centroids 

16.       Update C 

17.    End For 

18. End For //convergence 

19. Print C 

20. Print O 

21. Evaluate Performance 

22. End 

Algorithm 1: Novel Outlier Detection Method in High Dimensional Data 

As presented in Algorithm 1, it takes given dataset D 

as input and generates clusters (C) and outliers (O). 

Step 3 creates basic partitions from D using simple K-

Means. In Step 4, two binary matrices are computed 

while Step 5 gives initialized centroids. Steps 6 

through Step 17, there is an iterative process that helps 

in creating clusters and isolate outliers. There is an 

inner iterative process from Step 7 through Step 17. 

Each point in B1 and B2 are compared in order to 

compute distance, compute centroids, find outliers 

using the specified metric, isolate outliers, update 

outlier vector O, assign non-outliers to centroids, 

compute arithmetic mean in order to update centroids 

and clusters C. After convergence, the algorithm 

returns both set of clusters and set of outliers. 

Evaluation is made as per the procedure discussed in 

Section 4 and empirical results are provided in Section 

5.  

 

4. Evaluation Methodology 

Evaluation of the proposed algorithm is made using 

different metrics such as Normalized Mutual 

Information (NMI), normalized rand index, Jaccard, 

F-measure and execution time. For cluster validity, 

both NMI and normalized rand index are widely used. 

The former measures mutual information (MI) that is 

obtained by comparing ground truth and resultant 

clusters besides normalizing the outcome. NMI is 

computed as in Eq. 1.  

𝑁𝑀𝐼 =
∑ 𝑛𝑖𝑗 log

𝑛.𝑛𝑖𝑗

𝑛𝑖+.𝑛+𝑗
𝑖,𝑗

√(∑ 𝑛𝑖+log
𝑛𝑖+

𝑛𝑖 )(∑ 𝑛𝑗𝑗 +log
𝑛𝑗+

𝑛
)

,                                                   (1) 

Normalized rand index is used to measure accuracy of 

clusters made with respect to ground truth. It is 

computed as in Eq. 2. 

𝑅𝑛 =
∑ (𝑛𝑖𝑗2

)−∑ (𝑛𝑖+2).∑ (𝑛+𝑗2
)/(𝑛2)𝑗𝑖𝑖,𝑗

∑ (𝑛𝑖+2
)𝑖

2
+∑

(𝑛+𝑗2
)

2𝑗 −∑ (𝑛𝑖+2)𝑖 .∑ (𝑛𝑖+2)/(𝑛2)𝑗

,                                       (2) 

Where nij is known as co-occurrence number while ni+ 

and n+j denote ith cluster size and jth cluster size 

respectively. The outlier detection performance is 

evaluated using Jaccard index and F-Measure as 

expressed in Eq. 3 and Eq. 4 respectively.  

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =
|𝑜∩𝑜∗|

|𝑜∪𝑜∗|
,                                                                              (3) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑡𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑡𝑖𝑜𝑛.𝑟𝑒𝑐𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑡𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
,                                                (4) 

Both O and O* are denoting predicted outliers and the 

ground truth respectively in Jaccard index while F-

measure is the harmonic mean of two measures 

namely precision and recall.  

 

5. Experimental Results 

Experiments are made with different 

benchmark high-dimensional datasets available. These 
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datasets are obtained from UCI repository. They are 

also used by the researchers of [39]. In order to 

evaluate the proposed algorithm thoroughly, different 

datasets with diversity are used for empirical study. 

The datasets are diversified in terms of number of 

instances, type, number of features, number of clusters 

and number of outliers.  

5.1 Datasets 

Ecoli dataset is of gene type containing 336 

instances, 7 features, 5 clusters and 9 outliers. Yeast 

dataset is of gene type containing 1484 instances, 8 

features, 4 clusters and 185 outliers. Caltech dataset is 

of image type containing 1415 instances, 4096 

features, 4 clusters and 67 outliers. Sun09 dataset is of 

image type containing 3282 instances, 4096 features, 3 

clusters and 50 outliers. Fbis dataset is of text type 

containing 2463 instances, 2000 features, 10 clusters 

and 332 outliers. Klb dataset is of text type containing 

2340 instances, 21839 features, 5 clusters and 60 

outliers.Re0 dataset is of text type containing 1504 

instances, 2886 features, 5 clusters and 218 outliers. 

Re1 dataset is of text type containing 414 instances, 

6129 features, 6 clusters and 527 outliers.Tr11 dataset 

is of text type containing 2463 instances, 2000 

features, 4 clusters and 87 outliers. Tr23 dataset is of 

text type containing 204 instances, 5832 features, 3 

clusters and 32 outliers.Wap dataset is of text type 

containing 1560 instances, 8460 features, 10 clusters 

and 251 outliers. Glass dataset is of UCI type 

containing 214 instances, 9 features, 3 clusters and 39 

outliers. Shuttle dataset is of UCI type containing 

58000 instances, 9 features, 3 clusters and 244 outliers. 

Kddcup dataset is of UCI type containing 494021 

instances, 38 features, 3 clusters and 54499 outliers. 

Thus there is high diversity among the aforementioned 

datasets 

 

5.2 Results  

The proposed algorithm is evaluated using 

the datasets aforementioned and the results are 

compared with different outlier techniques such as K-

Means, LOF [40], COF [41], LDOF [42], FABOD 

[43], iForest [44], OPCA [45], TONMF [46], MICR 

[47], Linear Regression [48] and K-Means [49,50]. 

The results are observed in terms of Normalized 

Mutual Information (NMI), normalized rand index and 

F-Measure.  

Dataset Normalized Mutual Information (NMI) 

K-Means K-Means-- NODM-HDD 

Ecoli 65.1151 64.2442 64.98492 

Yeast 20.7007 17.3473 62.14208 

caltech 79.1291 77.1771 89.81973 

sun09 19.8999 12.1822 22.69267 

Fbis 12.1922 33.7337 55.03498 

k1b 53.003 50.2202 55.20515 

re0 20.2202 18.0781 34.91488 

re1 19.6797 21.5115 83.77369 

tr11 10.3003 21.8618 62.69263 

tr23 7.89789 12.6927 26.05603 

Wap 43.4034 33.2032 50.83078 

Glass 37.2873 37.2973 39.85982 

shuttle 23.5736 26.1862 36.18615 

kddcup 1.46146 77.2972 86.80672 

Table 1: Performance in terms of NMI 

 

As presented in Table 1, the performance of 

the proposed algorithm named NODM-HDD is 

compared with that of existing algorithms in terms of 

NMI against different datasets.  

Dataset Normalized Rand Index 

K-Means K-Means-- NODM-HDD 
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ecoli 68.0335 63.1389 70.63126 

yeast 15.1654 13.8213 20.17033 

caltech 63.3194 78.4346 89.69829 

sun09 18.8765 10.8324 22.2666 

fbis 1.13339 12.688 40.80204 

k1b 44.122 44.3527 42.13603 

re0 11.695 13.3198 25.66677 

re1 4.16245 5.4162 23.3699 

tr11 0.52156 8.65589 59.6785 

tr23 -3.2096 4.34299 22.11615 

wap 14.383 12.698 36.74992 

glass 23.6006 25.6367 26.65974 

shuttle 40.9726 33.5403 60.47087 

kddcup 0.04012 81.4536 95.04428 

Table 2: Performance in terms of normalized rand index 

 

As presented in Table 2, the performance of 

the proposed algorithm named NODM-HDD is 

compared with that of existing algorithms in terms of 

normalized rand index against different datasets.  

Dataset Jaccard Measure 

K-Means K-Means-- NODM-HDD 

ecoli 4.37308 58.71562 51.27336 

yeast 6.26875 20.58156 52.07576 

caltech 19.73904 45.94743 98.87574 

sun09 1.93579 3.72113 2.49747 

fbis 0.09027 5.37608 26.08803 

k1b 0 0 21.41405 

re0 5.57668 9.5285 29.7891 

re1 0.54162 17.14127 29.60856 

tr11 0 10.38105 37.20127 

tr23 0 6.91067 15.05503 

wap 1.11333 10.32087 23.37993 

glass 13.68092 32.37684 35.64662 

shuttle 0 5.40617 6.52953 

kddcup 0.01003 18.34487 16.65983 

Table 3: Performance in terms of Jaccard measure 

 

As presented in Table 3, the performance of 

the proposed algorithm named NODM-HDD is 

compared with that of existing algorithms in terms of 

Jaccard measure against different datasets.  

Dataset F-Measure 

K-Means K-Means-- NODM-HDD 

ecoli 8.23463 76.40854 67.65235 

yeast 11.8254 33.71083 68.56508 

caltech 31.5644 64.40263 99.58787 
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sun09 3.79134 7.17145 4.87458 

fbis 0.17051 10.21054 41.4239 

k1b 0 0 35.28554 

re0 10.5516 17.40205 45.91734 

re1 1.09327 29.29763 45.71674 

tr11 0 18.81628 54.34254 

tr23 0 12.95876 26.26857 

wap 2.17651 20.34084 37.9134 

glass 22.9888 49.70868 52.37666 

shuttle 0 10.25066 12.32687 

kddcup 0.02006 31.67474 8.49541 

Table 4: Performance in terms of F-Measure 

 

As presented in Table 4, the performance of 

the proposed algorithm named NODM-HDD is 

compared with that of existing algorithms in terms of 

F-Measure against different datasets.  

Outlier 

Detection 

Method 

Execution Time (seconds) 

sun09 k1b wap shuttle kddcup 

K-means 1.12336 4.56365 1.25375 0.22066 0.62186 

LOF 65.3555 150.831 26.8904 11.9658 0 

COF 79.7385 154.482 30.2705 181.994 0 

LDOF 278.082 2646.89 906.14 247.611 0 

FABOD 569.172 5389.88 1816.71 496.916 0 

IForest 12.5877 12.9186 8.55559 165.916 1459.78 

OPCA 0.4012 6.19854 1.75525 0.3009 2.51753 

TONMF 7.89361 31.8553 7.69301 1.18354 18.2245 

K-means-- 3.57068 65.4758 12.7682 0.33099 5.99794 

NODM-HDD 2.31693 0.15045 0.19057 0.57171 2.89867 

Table 5: Performance in terms of execution time 

 

As presented in Table 5, the performance of 

the proposed algorithm named NODM-HDD is 

compared with that of existing algorithms in terms of 

execution time against different datasets.  

 
Fig 2: Performance evaluation in terms of NMI against different datasets 
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As presented in Figure 2, the performance of the 

proposed algorithm is compared with existing 

methods against different datasets. The important 

observation is made with NMI measure. Higher in 

NMI shows better performance. The horizontal axis 

shows the benchmark datasets used in empirical study 

while NMI measure is shown in vertical axis. An 

important observation is that there is different 

performance based on the dataset and its 

characteristics. Another observation is that the NMI 

performance of the proposed algorithm NOMD-HDD 

is better than that of existing methods for all the 

datasets consistently.  

 
Fig 3: Performance evaluation in terms of normalized rand index against different datasets 

 

As presented in Figure 3, the performance of 

the proposed algorithm is compared with existing 

methods against different datasets. The important 

observation is made with normalized rand index 

measure. Higher in randomized rand index shows 

better performance. The horizontal axis shows the 

benchmark datasets used in empirical study while 

normalized rand index measure is shown in vertical 

axis. An important observation is that there is different 

performance based on the dataset and its 

characteristics. Another observation is that the 

performance of the proposed algorithm NOMD-HDD 

is better than that of existing methods for most of the 

datasets except Klb.  

 

 
Fig 4: Performance evaluation in terms of Jaccard measure against different datasets 

 

As presented in Figure 4, the performance of the 

proposed algorithm is compared with existing 

methods against different datasets. The important 

observation is made with Jaccard measure. Higher in 

Jaccard measure shows better performance. The 

horizontal axis shows the benchmark datasets used in 

empirical study while Jaccard measure is shown in 

vertical axis. An important observation is that there is 

different performance based on the dataset and its 

characteristics. Another observation is that the 

performance of the proposed algorithm NOMD-HDD 

is better than that of existing methods for most of the 

datasets except Kddcup, Ecoli and Sun09.  
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                                        Fig 5: Performance evaluation in terms of F-Measure against different datasets 

 

As presented in Figure 5, the performance of 

the proposed algorithm is compared with existing 

methods against different datasets. The important 

observation is made with F-measure. Higher in F-

measure shows better performance. The horizontal 

axis shows the benchmark datasets used in empirical 

study while F-measure is shown in vertical axis. An 

important observation is that there is different 

performance based on the dataset and its 

characteristics. Another observation is that the 

performance of the proposed algorithm NOMD-HDD 

is better than that of existing methods for most of the 

datasets except Kddcup, Ecoli and Sun09.  

 

6. Conclusion And Future Work 

Outlier detection is an indispensable task that can be 

reused as part of real world applications. However, 

most of the existing methods dealt with unsupervised 

methods for clustering and outlier detection separately. 

There is need for having an integrated approach that 

leverages cluster performance and lead to outlier 

detection. In this paper we proposed a framework 

known as Unsupervised Learning based Outlier 

Detection Framework (UL-ODF). An algorithm 

named Novel Outlier Detection Method in High 

Dimensional Data (NODM-HDD). The algorithm has 

mechanisms to improve compactness of clusters made 

besides determining outliers. The algorithm exploits 

an enhanced version of K-Means clustering technique. 

A prototype is built to validate the utility of the 

proposed framework and the underlying algorithm. 

Different benchmark datasets are used in the empirical 

study. Different metrics are used to evaluate the 

proposed algorithm. The experimental results revealed 

that the NODM-HDD shows better performance over 

the state of the art in terms of clustering performance 

and outlier detection. However, our work is based on 

only unsupervised learning based approach. It lacks 

the advantages of a supervised method taking benefits 

of ground truth from unsupervised method. Therefore, 

in our future work, we exploit both supervised and 

unsupervised learning techniques by defining a hybrid 

algorithm to detect outliers in high dimensional data. 
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