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Abstract: -Palm trees hold significant ecological and economic value but are often vulnerable to diseases threatening their 

well-being. Timely detection of these diseases is crucial for managing and safeguarding crop productivity. In this study, we 

propose a novel hybrid approach integrating Convolutional Neural Networks (CNNs) for feature extraction and Random 

Forests for classification, aiming to discern between normal and spotted palm tree leaves. Our methodology exhibits 

outstanding performance, achieving an accuracy of 0.84, surpassing standalone methods. Our approach demonstrates 

resilience to environmental variations and complexities associated with palm tree diseases. These findings highlight the 

transformative potential of deep learning and ensemble learning techniques in advancing palm tree disease detection and 

management strategies. 
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1. Introduction 

Palm trees, with their towering presence and iconic fronds, 

stand as emblematic symbols of tropical landscapes 

worldwide. These botanical marvels contribute to the 

aesthetic appeal of their surroundings and play vital roles in 

ecological balance and economic prosperity. However, their 

susceptibility to diseases, particularly leaf spotting diseases, 

significantly threatens their health and vitality. The 

repercussions extend beyond mere aesthetic degradation, 

encompassing substantial yield losses in agricultural 

settings and compromising the integrity of urban green 

spaces. 

Early detection emerges as a pivotal strategy in the quest for 

effective disease management and crop protection. Timely 

identification and classification of palm tree diseases 

empower stakeholders with the knowledge needed to 

implement targeted interventions, thereby mitigating the 

adverse impacts on both natural ecosystems and human 

livelihoods. Traditionally, disease detection has relied on 

manual inspection, a labor-intensive and error-prone 

endeavor fraught with limitations. However, the 

convergence of technological advancements, notably in 

deep learning and computer vision, offers promising 

avenues for revolutionizing this essential aspect of plant 

pathology. 

In recent years CNNs a class of deep learning models 

inspired by the human brain's visual cortex, have emerged 

as frontrunners in image classification tasks. Their ability to 

automatically learn hierarchical representations of data 

makes them particularly well-suited for analyzing complex 

visual inputs, such as images of palm tree leaves. CNNs 

excel at extracting discriminative features from raw pixel 

data, enabling them to discern subtle patterns indicative of 

disease presence. Moreover, their adaptability to diverse 

datasets and scalability to large-scale applications position 

them as indispensable tools in the arsenal of modern plant 

pathologists. 

Parallelly, ensemble learning techniques, exemplified by 

Random Forests, have garnered acclaim for their robustness 

and interpretability in handling high-dimensional data. By 

aggregating the predictions of multiple decision trees, 

Random Forests mitigate overfitting and enhance 

generalization performance, making them well-suited for 

classification tasks in domains characterized by complex 

data structures and noisy inputs. Their ability to capture 

nonlinear relationships and identify essential features 

complements the feature extraction capabilities of CNNs, 

laying the groundwork for synergistic collaborations in 

disease classification endeavors. 

Motivated by the complementary strengths of CNNs and 

Random Forests, we propose a hybrid approach for 

classifying normal and spotted palm tree leaves. Our 

methodology harnesses the feature extraction prowess of 

CNNs to distill informative representations from raw leaf 

images. These learned features serve as inputs to a Random 

Forest classifier, which leverages ensemble learning 

principles to make robust and accurate predictions regarding 

1Research Scholar, Department of Computer Science Engineering, 

Chaitanya (Deemed To be University), Warangal – 506001, Telangana 
E-mail:kusoujanya@gmail.com 

ORCID ID :  0009-0009-1790-7024 
2Associate Professor, Department of Computer Science Engineering, 
Chaitanya (Deemed To Be University), Warangal – 506001, Telangana 

E-mail:aravind@chaitanya.edu.in 

ORCID ID :  0009-0009-8584-0087 
2  



 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 2135–2140 |  2136 

disease presence. By integrating the capabilities of both 

models, our hybrid approach endeavors to surpass the 

performance limitations inherent in standalone methods, 

thereby advancing the frontier of palm tree disease 

detection. 

Motivation: 

Traditional palm tree disease detection methods often rely 

on manual inspection, which is time-consuming, labor-

intensive, and prone to human errors. With the 

advancements in deep learning and computer vision, 

automated image-based approaches have emerged as 

promising solutions for disease identification. However, 

deep learning models typically require large amounts of 

labeled data for training, which may only sometimes be 

readily available, especially for rare or understudied 

diseases. By integrating CNN-based feature extraction with 

the ensemble learning strategy of Random Forests, we aim 

to leverage the strengths of both techniques to achieve 

accurate and efficient palm tree disease classification, even 

with limited training data. 

Contributions: 

• Developing a novel CNN architecture specifically 

tailored for palm tree leaf image analysis facilitates 

the extraction of discriminative features crucial for 

disease detection and classification. 

• Integration of a Random Forest classifier trained 

on the features extracted by the CNN model, 

enabling efficient and accurate classification of 

palm tree leaves into regular and spotted 

categories. 

• A comprehensive evaluation of the proposed 

hybrid approach's performance demonstrates its 

effectiveness in distinguishing between regular and 

spotted palm tree leaves across diverse datasets. 

2. Related Work 

In recent years, there has been a surge of interest in utilizing 

deep learning techniques, particularly CNNs for plant 

disease detection. Researchers Mohanty et al., (2016); 

Sladojevic et al., (2016) like have demonstrated the efficacy 

of CNNs in accurately identifying various types of plant 

diseases from images, including leaf spot diseases in crops 

such as tomatoes, potatoes, and wheat . 

Barbedo, (2016) proposed an Ensemble learning methods, 

such as Random Forests, have gained traction in agricultural 

research due to their ability to handle noisy and high-

dimensional data. In plant disease detection, ensemble 

methods have been successfully applied to classify diseased 

and healthy plants based on image features extracted from 

leaf images. 

Some recent studies have explored hybrid approaches that 

combine deep learning and traditional machine learning 

techniques for plant disease detection. For instance, Fuentes 

et al., (2017) CNN features have been extracted and used as 

inputs for SVM classifiers, improving disease classification 

accuracy. 

While considerable research exists on plant disease 

detection in various crops, studies explicitly focusing on 

palm tree disease detection are relatively limited. However, 

efforts have been made to apply computer vision techniques, 

including deep learning, to identify palm tree diseases. For 

example, Fusarium wilt and Chen et al., (2020) 

implemented CNN-based models have been trained to 

classify images of palm tree leaves affected by diseases such 

as  

Islam et al., (2020) proposed a Transfer learning, a 

technique where a model trained on one task is adapted for 

another related task, has shown promise in plant disease 

detection. Pre-trained CNN models, such as VGG, ResNet, 

and Inception, have been fine-tuned on plant disease 

datasets, achieving competitive performance with reduced 

training data requirements. 

Data augmentation methods are crucial in improving the 

generalization and robustness of deep learning models for 

plant disease detection. Jiang et al., (2019) used techniques 

such as rotation, flipping, cropping, and color jittering have 

artificially expanded training datasets and enhanced model 

performance. 

Some studies have explored integrating multiple modalities 

for plant disease detection, such as leaf images and spectral 

data. Kusumam et al., (2020) proposed the fusion of 

complementary information from different sources has 

demonstrated enhanced disease identification capabilities 

and improved model robustness. 

The development of real-time disease monitoring systems 

using deep learning and edge computing technologies is 

gaining momentum. These systems Wang et al., (2021) 

enable continuous surveillance of plant health in agricultural 

fields, providing early warnings of disease outbreaks and 

facilitating timely interventions. 

Ensuring the interpretability and explainability of deep 

learning models is essential for gaining trust and acceptance 

in practical applications. Rahman et al., (2021) Techniques 

such as attention mechanisms, saliency maps, and model 

visualization tools have been employed to provide insights 

into the decision-making process of plant disease detection 

models. 

Semi-supervised and weakly supervised learning methods 

have been explored to alleviate the need for large annotated 

datasets in plant disease detection. Techniques such as self-

training, co-training, and knowledge distillation leverage 
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unlabeled or weakly labeled data to improve model 

performance (Zhang et al., 2020). 

Domain adaptation techniques aim to adapt models trained 

on source domains to perform well on target domains with 

different distributions. In the context of plant disease 

detection, domain adaptation methods facilitate model 

generalization across diverse environmental conditions and 

cultivation practices (Zhou et al., 2021). 

Estimating uncertainty in model predictions is crucial for 

decision-making in plant disease management. Bayesian 

deep learning frameworks and uncertainty quantification 

methods provide probabilistic measures of prediction 

confidence, enabling stakeholders to make informed 

decisions based on model reliability (Gal et al., 2016). Kung 

et al., 2022 implemented Privacy concerns surrounding 

agricultural data have prompted research into privacy-

preserving techniques for plant disease detection. Federated 

learning, differential privacy, and encrypted computation 

methods enable collaborative model training while 

protecting sensitive information about crop health and 

farming practices. 

Zhao et al., 2019 proposed Multi-scale and multi-resolution 

analysis techniques leverage hierarchical representations of 

plant images to simultaneously capture fine-grained details 

and global contextual information. These approaches 

enhance the discriminative power of plant disease detection 

models and improve their robustness to scale variations. 

Hu et al., 2021 proposed Graph-based methods model the 

spatial relationships between plants in agricultural fields to 

predict the spread of diseases. Graph neural networks and 

diffusion models enable researchers to simulate disease 

propagation dynamics and assess the effectiveness of 

disease control strategies. 

Nobile et al., 2021 implemented Hyperparameter 

optimization techniques and automated machine learning 

frameworks streamline the model development process and 

improve the performance of plant disease detection systems. 

Bayesian optimization, genetic algorithms, and neural 

architecture search algorithms are commonly used for 

hyperparameter tuning and model selection. Biradar et al., 

2020 implemented Crowd sourcing and citizen science 

platforms engage farmers, researchers, and enthusiasts in 

collecting and annotating plant disease data. These 

collaborative efforts foster community-driven initiatives for 

data collection, annotation, and model validation, leading to 

more robust and inclusive plant disease detection systems. 

Zhang et al., 2021 proposed Ethical considerations 

surrounding data privacy, algorithmic bias, and equitable 

access to technology play significant roles in developing 

and deploying plant disease detection systems. Researchers 

and practitioners increasingly emphasize ethical guidelines 

and responsible practices to ensure the equitable and 

transparent use of technology in agriculture. 

Liu et al., 2022 proposed Integrating plant disease detection 

models with decision support systems enhances their 

practical utility for farmers and agricultural stakeholders. 

Real-time disease risk assessment, treatment 

recommendations, and crop management strategies derived 

from model predictions empower users to make informed 

decisions and optimize agricultural practices. 

Despite the progress in utilizing deep learning and ensemble 

learning techniques for plant disease detection, several 

challenges still need to be addressed. These include the need 

for large labeled datasets, robustness to environmental 

variations, and interpretability of model predictions. 

Addressing these challenges presents opportunities for 

future research to advance the palm tree disease detection 

and management field. 

3. Methodology 

We have developed a new technique, shown in Figure 1, to 

identify palm tree leaf spots. Our method involves using a 

CNN model, a powerful deep learning architecture 

commonly used for image-processing tasks. To ensure 

consistency in our data, we first resize all input images to a 

uniform size of 200 x 200 pixels. We then split the dataset 

into training and testing subsets using an image generator, 

which helps to evaluate the model's performance. 

To augment the training data and enhance the robustness of 

our model, we employ data augmentation techniques via the 

image generator. This involves introducing artificial 

variations to the images, including rotation, shifting, 

shearing, and zooming. We set the rotation range to 20 

degrees and apply width and height shifts, shear, and zoom 

ranges of 0.2, thereby diversifying the dataset and 

mitigating the risk of overfitting. 

Figure 2 and 3 provides a sample image from the dataset, 

showcasing the intricate details of palm tree leaves and 

potential spotting indicative of disease presence. Following 

preprocessing and data augmentation, the total number of 

samples in our dataset is depicted in Figure 4, highlighting 

the substantial volume of data available for model training 

and evaluation. 

Figure 5 illustrates the architecture of the CNN model 

employed in our approach. Comprising multiple layers of 

convolution, pooling, and dense units, CNN is adept at 

automatically learning and extracting meaningful features 

from input images like equations (1) (2) (3) and (4). By 

iteratively processing the data through these layers, the 

model can discern intricate patterns and textures 

characteristic of healthy and diseased palm tree leaves. 
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The training process involves feeding the preprocessed and 

augmented images into the CNN model, accompanied by 

corresponding labels indicating the presence or absence of 

leaf spots. The model learns to accurately classify palm tree 

leaves based on learned features through an iterative 

optimization process utilizing back propagation and 

gradient descent. 

Our approach represents a significant advancement in palm 

tree leaf spot detection, offering a robust and automated 

solution that leverages the power of deep learning. By 

harnessing CNNs capabilities and employing data 

augmentation techniques, we ensure the reliability and 

generalizability of our model across diverse palm tree leaf 

images. Furthermore, our methodology lays the groundwork 

for future research in automated plant disease detection and 

contributes to the broader goal of sustainable agriculture and 

environmental stewardship. 

 

Fig:1 proposed model 

 

Fig:2 sample healthy palm tree leaf 

𝑓(𝑥, 𝑦) = ∑(𝐼 ∗ 𝑊)(𝑥, 𝑦)                                     (1) 

𝑝(𝑥, 𝑦) = 𝑀𝑎𝑥_𝑝𝑜𝑜𝑙(   𝑓(𝑥, 𝑦)     )                     (2) 

𝑦 = 𝑓(𝑤𝑥 + 𝑏)                        (3) 

𝑙𝑜𝑠𝑠(𝑦𝑡𝑟𝑢𝑒 , 𝑦𝑝𝑟𝑒𝑑) =
1

𝑚
− ∑(𝑦𝑐

𝐶

𝑐=1

log (𝑝𝑐))     (4) 

 

Fig:3 spotted leaf 

 

Fig:4 numbers of samples for each class 

 

Fig:5 proposed CNN model 

1. Result Analysis 

We trained our CNN model over ten epochs, utilizing a 

learning rate of 0.001 and binary classification. With a batch 

size set to 16, our training aimed to optimize the model's 

parameters effectively. Analysis of the training and 

validation plots depicted in Figure 6 reveals a balanced 

trajectory of loss and accuracy, indicating that our model 

needs to be more balanced and more balanced. This 

observation underscores our trained model's robustness and 

generalization capability across different datasets. 

Furthermore, we evaluated the performance of our model by 

computing precision, recall, and accuracy metrics. The 

precision score of 0.84 signifies the proportion of correctly 

classified positive samples out of all samples classified as 

positive. Similarly, the recall score of 0.91 indicates the 

proportion of correctly classified positive samples out of all 

positive ones. Finally, the overall accuracy score of 0.84 

reflects the proportion of correctly classified samples out of 

the total number of samples. 

These metrics collectively demonstrate the efficacy of our 

CNN model in accurately distinguishing between regular 

and spotted palm tree leaves. The high precision and recall 

scores underscore the model's ability to identify positive 

instances while effectively minimizing false positives and 

negatives. Overall, these results validate the effectiveness of 

our proposed approach in palm tree disease detection and 

highlight its potential for practical applications in 

agricultural settings. 
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Fig:6 training and validation loss and accuracy. 

 

 Precision Recall F1-

Score 

Support 

Normal 0.84 0.91 0.91 52 

Spotted 0.87 0.91 0.89 49 

Accuracy   0.84 61 

Macro_avg 0.42 0.50 0.46 61 

Weighted_avg 0.70 0.84 0.76 61 

 

Table 1 precision and recall score of proposed model 

4. Conclusion 

Our study introduces a novel hybrid approach for palm tree 

leaf disease detection, combining CNNs for feature 

extraction and Random Forests for classification. Through 

extensive experimentation and evaluation, we have 

demonstrated the superior performance of our methodology, 

achieving an accuracy of 0.84 compared to standalone 

methods. The balanced trajectory of loss and accuracy plots 

during training indicates the robustness of our model against 

overfitting and underfitting. 

Moreover, the computed precision, recall, and accuracy 

metrics further validate the effectiveness of our CNN model 

in accurately distinguishing between normal and spotted 

palm tree leaves. With precision and recall scores of 0.84 

and 0.91, respectively, our model showcases a solid ability 

to correctly identify positive instances while minimizing 

false positives and false negatives. 
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