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Abstract: Today, many fields rely on decision support systems, including health care for making appropriate decisions based on datasets. 

The decision support system, particularly in cardiovascular disease, is entirely dependent on the big data set, so if it is biased, it’s difficult 

to decide whether the person has a cardiovascular disease. Bias detection in cardiovascular disease datasets has become a complex task 

because of the direct processing of large data sets.  Another major drawback is that biases are detected on the set of attributes rather than 

protected attributes within the cardiovascular disease dataset which in turn increases computational cost as we know biases lie within 

protected attributes. Thus, it is a major challenge to identify the protected attribute from the set of attributes. Further, In the past bias 

identification was done manually using a statistical technique, which produced unreliable results i.e. minimum bias value related to 

cardiovascular disease. Considering all these challenges, we introduce a pioneering framework designed for automated bias detection 

within extensive cardiovascular disease datasets. Within our proposed methodology, we identified the protected attribute, namely gender, 

utilizing the capabilities of the MapReduce framework. Further, the balance measure approach has been used on the protected attribute of 

the cardiovascular disease dataset to detect the biases. The comparative results reveal that the detection of biases on protected attributes 

outperforms the existing works in terms of bias value, accuracy, precision, and F1 score which are 28%, 72%, 73%, and 81% respectively.  

These metrics collectively indicate the superior performance of the proposed methodology.  
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1. Introduction 

In the present era, several industries, like healthcare and 

social media, heavily rely on big data for decision-

making. Despite the extensive use of big data, key 

difficulties associated with big data include biased data, 

storage, security, and analytics [1]. Particularly in 

datasets related to cardiovascular disease, the presence of 

biases can contribute to the deterioration of data quality. 

Bias is a cognitive notion or assumption that hinders an 

individual's ability to make informed judgments based on 

information and study [2]. Nowadays, cardiovascular 

diseases (CVD) are a prominent source of morbidity and 

death across the world. Addressing this health challenge 

necessitates precise and unbiased data analysis 

approaches for analyzing data to facilitate rational 

decisions for healthcare systems. The healthcare system 

utilizes the big dataset for learning about disease patterns, 

predictions, and treatment outcomes. The fundamental 

problem, however, is assuring the quality and 

representatives of these datasets, especially when dealing 

with the numerous demographic and clinical factors 

associated with cardiovascular health. Biased 

cardiovascular disease (CVD) datasets can contaminate 

data integrity and diminish the decision-making capacity 

of systems, posing a societal risk. Therefore, detecting 

biases in models is crucial for enhancing performance 

[3]. These biases often stem from disparities or skewness 

in data, particularly associated with protected attributes 

such as gender, age, race, religion, and others, which are 

considered sensitive and require protection from 

discrimination. 

Moreover, within the cardiovascular disease (CVD) 

dataset, gender is designated as the protected attribute, 

which can consequently result in biases. In the CVD 

dataset, biases related to gender can arise if the dataset is 

not representative of both genders or if there are inherent 

disparities in how certain conditions are diagnosed, 

treated, or reported for different genders. Therefore, if a 

dataset on cardiovascular disease is biased concerning 

gender, it may not accurately reflect the symptoms, 

prevalence, or outcomes of the disease for the respective 

genders. Considering these limitations, there is an urgent 

requirement to identify biases within the CVD dataset. 

Moreover, detecting biases also poses significant 

challenges and encompasses various complexities. i) The 

CVD depends highly on big datasets for decision-making 

which leads to an increase in time complexity due to the 

processing of big CVD datasets directly. ii) The 

evaluation of biases by different approaches has higher 

computational costs since it finds biases in the set of 

attributes rather than the protected attributes which is the 

major cause of the bias. iii) Detection of bias is performed 
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without knowing that a CVD dataset is in order or 

disorder state (the majority of one class is more than the 

other in the given attribute), which unnecessarily 

increases the computational cost. As we know biases 

generally exist in disordered conditions. Therefore, a 

methodology that can effectively recognize the disorder 

in the dataset is required. iv) In the past, biases were 

identified manually using statistical methods, resulting in 

inaccuracies and undermining the decision-making 

capabilities of cardiovascular disease analysis. 

Therefore, considering all these challenges, we have 

developed a robust framework for automated bias 

detection in cardiovascular disease datasets for this we 

have employed the MapReduce framework alongside a 

balance measure approach. By utilizing the parallel 

processing capabilities of the MapReduce framework, we 

aim to efficiently analyze big CVD datasets, to detect the 

bias that exists in the dataset. Moreover, the application 

of the disorder test involves utilizing the Shannon 

formula to ascertain the presence or absence of disorder 

within the system. Additionally, we applied a balance 

measure approach using the balance formula. This 

approach detects bias values in the cardiovascular disease 

dataset, specifically on protected attributes. The proposed 

methodology effectively overcomes important issues 

associated with bias detection in cardiovascular disease 

datasets and outlines recommendations for future 

research endeavours. 

Motivation 

In today's world, many applications rely largely on data-

driven decision-making systems, which is especially 

obvious in the field of cardiovascular disease 

management. Ensuring equal access to high-quality 

healthcare remains a top priority, regardless of individual 

characteristics like race or gender. Unfortunately, hidden 

biases in cardiovascular disease diagnosis and treatment 

procedures can cause discrepancies in care quality, 

incorrect diagnoses, and diagnostic delays for patients. 

Furthermore, these biases may increase stress levels, 

aggravating existing medical issues. Researchers 

specializing in decision-making, data mining, and 

machine learning have launched initiatives to overcome 

these biases from several angles [4]. However, it is 

noteworthy that the bulk of attempts fall short of properly 

resolving the basic factors driving biased systems. Seeing 

this truth helps us to focus our efforts against biases in 

one of the major health-related issues which is 

cardiovascular diseases, and identify shortcomings in 

healthcare systems. Furthermore, addressing biases in 

cardiovascular disease datasets is critical for ensuring 

that the insights obtained from these datasets are relevant 

to various patient groups, hence enhancing customized 

and equitable treatment.  

The sections of this research article are arranged as 

follows: Section II presents an overview of relevant 

literature, highlighting common issues and research 

questions. Section III describes the contributions 

contributed to this scientific endeavour. Section IV 

describes the mechanism for automatic bias 

identification. Finally, Section V summarises the study's 

findings and recommends future research possibilities. 

2. Related Work 

In this paper, to understand the recent works related to 

bias detection in health-related systems, we have 

investigated some of the papers which are as follows: 

Kruse et al. [5], carried out a thorough literature analysis 

to investigate the difficulties and possibilities connected 

with big data in the healthcare sector. They emphasized 

the large volume of healthcare data created each year and 

the significance of categorizing and organizing this data 

to guarantee universal accessibility and transparency 

across healthcare facilities. However, the study's 

disadvantage is its dependence on a small number of 

articles, which may introduce biases and impair the 

clarity of the conclusions. According to the author of the 

research [6], [7], [8], one of the challenges in the 

healthcare sector is that their data is more unstructured 

than data from other fields. Furthermore, if the data is 

biased, the healthcare decision support system will be 

unable to reach an appropriate conclusion, which could 

impede performance and endanger society. Norori et al. 

[9], revealed that, while bias is ubiquitous in the medical 

area, measuring and identifying it can be difficult. The 

explosion of varied data sources that are constantly 

exchanged, acquired, and incorporated into artificial 

intelligence (AI) systems is shaping the ever-changing 

healthcare delivery environment. Furthermore, AI is 

positioned to provide data-driven techniques to 

strengthen clinical decision-making processes and 

promote public health efforts, gradually improving 

societal well-being. To stimulate improved cooperation 

between the medical and AI disciplines, as well as to 

provide a forum for varied viewpoints on the integration 

of AI in medicine, open scientific concepts must be 

incorporated into AI system design and assessment 

frameworks. 

Zhao et al. [10], presented a novel bias evaluation and 

detection approach known as LOGAN (Local Group Bias 

Detection Algorithm), which is based on clustering. 

LOGAN uses a clustering technique to organize 

instances based on their properties, intending to optimize 

a bias measure (such as performance disparities across 

groups) inside each cluster. However, one disadvantage 

of this suggested framework is the potential for different 

cluster sizes. Furthermore, it detects bias using machine 

learning algorithms and performance measurements on 
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individual clusters rather than directly on protected 

properties, which may result in additional processing 

time. Lee et al. [11], studied the critical need to improve 

patient outcomes and healthcare quality, emphasizing the 

growing importance of data accessibility and analytical 

skills as the big data age in healthcare emerges. They 

stressed the need to increase the quality of data in 

electronic health records. However, one significant 

drawback of their analysis is the assumption that clinical 

practice easily integrates big data analytics, as this 

integration necessarily requires clear therapeutic 

advantages, as mentioned in earlier research [12], 

potentially resulting in increased time complexity. 

Zliobaite [13], surveyed to classify and examine several 

discrimination measuring methods that are used to 

analyze data bias and evaluate the effectiveness of 

discrimination-aware prediction algorithms. The author 

underlined how important it is to assess prediction 

models' fairness methodically and objectively. The 

study's main finding emphasizes that most previous 

research has been focused on binary classification 

problems using binary-protected features. Still, a 

significant shortcoming of this study is that it only 

considers statistical methods to quantify discrimination 

in data. Jena et al. [14], conducted a study to identify 

several sources of big data influence across many big data 

applications. The survey provided an assessment of the 

regression-based optimization technique for MapReduce 

applications, along with a blueprint for the scalable 

design and implementation of a clustering algorithm 

inside the MapReduce paradigm. The overall goal of 

future research endeavours mentioned in this paper is to 

improve Hadoop framework performance by reducing 

execution time.  

Bhosale et al. [15], investigate the notion of big data, as 

well as the technological issues that must be addressed to 

handle data efficiently and quickly. However, one 

significant disadvantage noted is the existence of 

technological challenges that are economically 

prohibitive to handle within the boundaries of a particular 

application area. Bhathal et al. [16], examined many 

vulnerabilities in the Hadoop architecture and provided 

various solutions to mitigate or remove them. The 

experimental setting included performing common 

assaults to acquire insight into the idea and execution of 

preventative measures against such attacks. The findings 

highlight the impact of assaults on system performance. 

However, one key constraint is the need to secure data 

with defense-in-depth security techniques. Zhao et al. 

[17], provide a parallel k-means clustering technique 

based on MapReduce, which is well-known for its ease 

of use and effectiveness in parallel programming. The 

experimental results show that the suggested technique 

may easily scale and analyze big datasets on conventional 

hardware. However, one major disadvantage is the need 

to build dataset-oriented parallel clustering algorithms to 

improve performance even further. Desai et al. [18], 

present research that investigates the gender bias in 

cardiovascular disease, with an emphasis on coronary 

artery disease (CAD) prevention, detection, and therapy. 

It emphasizes gender inequities in research 

representation, diagnostic tools, and treatment 

procedures, highlighting the importance of gender-

sensitive approaches. The study argues for a move 

toward inclusive research methodologies and revised 

clinical recommendations to address gender bias in CAD, 

and it serves as a valuable resource for healthcare 

professionals and policymakers working to achieve 

gender parity in cardiovascular treatment. Kim MD et al. 

[19], investigated the impact of gender bias as a 

mechanistic factor of cardiovascular disease outcomes. It 

explores how these biases lead to differences in illness 

appearance, progression, and treatment outcomes. The 

study emphasizes the need to identify and correct these 

biases to provide more accurate risk assessment and 

individualized cardiovascular treatment. It is a helpful 

resource for healthcare practitioners and academics 

working to improve the accuracy and equity of 

cardiovascular disease management. 

Discussion 

After carefully examining the literature listed in Section 

2, we have identified critical areas necessitating further 

research to address existing gaps and enhance the overall 

performance of bias detection systems. A notable 

drawback in the current state of bias detection lies in the 

dependence on manual, statistical techniques, as 

discussed in [13]. This manual method is time-

consuming and increases the possibility of errors. In 

addition, the research [11] identifies a noteworthy 

drawback that results from working directly with big 

datasets of health-related systems, which adds to 

increased temporal complexity. The inherent challenges 

of managing and processing extensive datasets further 

compound this drawback. Another notable limitation, as 

indicated by [10], is the absence of methodologies 

directly categorizing the protected attribute—a key 

source of biases in the dataset. This underscores the need 

for a systematic categorization of the specific protected 

attribute to effectively address biases within the dataset. 

Additionally, there is a pressing need to develop methods 

to quantify disorder within the dataset based on the 

protected attribute. According to several studies, this 

proactive method lowers computing costs and speeds the 

procedure compared to direct bias detection. For this 

reason, adding disorder measurement is a crucial step in 

creating a framework for bias detection that is both more 

effective and efficient. 
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2.1. Challenges 

In Section 2, we provide the most recent findings to spark 

interest among researchers in the creation of biases inside 

health-related systems. Through highlighting 

shortcomings in the existing healthcare system, we want 

to bring attention to areas that require reform to move 

towards a more equitable state. By tackling these issues 

and offering solutions, we want to improve model 

performance and eventually contribute to a more equal 

healthcare environment. 

•     We've highlighted that relying solely on statistical 

techniques for bias detection in the CVD dataset yields 

unreliable results. Additionally, the manual approach 

lacks automation, potentially leading to errors and time-

intensive processes. 

•    We have observed that the processing of large CVD 

datasets directly for the detection of biases significantly 

increases the time complexity, consequently degrading 

the overall performance of the system.  

•    We systematically surveyed that detection of biases 

is done on the set of attributes rather than protected 

attributes which is the main cause of the biases in the 

system. The detection of biases on the set of attributes 

will increase both the computational cost and time.  

•    We also identified that the detection of biases was 

performed on the CVD dataset without knowing that a 

dataset is in an order or disorder state, which 

unnecessarily increases the overall computational cost of 

the system. As we know biases generally exist in 

disordered conditions.  

2.2.  Research Problem 

After carefully considering the substantial challenges 

noted in section 2.1, the research problem was developed 

i.e., automated detection of biases on protected attributes 

of cardiovascular disease dataset leverages the 

MapReduce framework by incorporating a balance 

measure approach. 

3. Contribution 

In this part, we will discuss major contributions that are 

essential for addressing the research problem at hand 

which are as follows: 

 

•    We have presented a methodology for automatically 

detecting biases in cardiovascular disease datasets. Our 

methodology takes the dataset as input and categorizes 

the protected attributes, which are frequently the source 

of biases. In addition to this, we use a balance measure 

approach to discover biases within the protected attribute. 

This will minimize the possible errors and reduce the 

processing time. 

•    We used K-Means clustering to cluster the big CVD 

dataset, significantly reducing the time spent processing 

the big data and increasing the overall performance. 

 

•     We've devised a methodology employing the 

MapReduce framework, which efficiently categorizes the 

protected attribute within the CVD dataset, thus 

optimizing computational time. 

•    We utilized Shannon entropy to quantify disorder 

within the CVD dataset. If disorder is detected, we 

employ the balance measure approach for bias detection, 

effectively reducing computational costs and expediting 

bias detection. 

4. Methodology 

In this section, we delve into the intricate details of a 

novel framework for automated bias detection in a 

cardiovascular disease dataset. To enhance the 

comprehensibility of the proposed methodology, we have 

developed a flowchart outlining its steps. Figure 1, below 

shows the flowchart which serves as a visual aid to 

elucidate the process and facilitate an understanding of 

how the bias can be detected within the CVD dataset.  

  

Fig. 1. Flowchart of Proposed Methodology 

Furthermore, to implement the flowchart we have 

developed the proposed framework which is shown in 

Figure 2. This framework leverages the MapReduce 

framework [20] alongside a balance-measure approach. 

In the proposed framework, we have four modules as 

Clustering module, the MapReduce framework module, 

the disorder test module and the bias detection module. 
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The cardiovascular disease dataset has been given as 

input to the proposed framework, which is the big 

dataset, and further, the dataset is split into the form of 

clusters in the clustering module with the help of a 

clustering algorithm (K-Means clustering). After that, the 

MapReduce strategy is applied to the cluster data sets 

within the MapReduce Framework module to categorize 

the protected attribute and using the third module which 

is the disorder test module in which the disorder is tested 

on the categorized protected attribute by using the 

Shannon entropy and if the disorder is present then bias 

is detected by the bias detection module in which bias is 

detected by applying balance measure approach.  The 

detailed description of this framework is outlined in the 

subsequent section. 

 

Fig. 2.  The Proposed Methodology 

4.1. Dataset 

In this paper, for bias detection, the cardiovascular 

disease dataset 

(https://www.kaggle.com/datasets/sulianova/cardiovasc

ular-diseas-edataset?resource=download) is used which 

is the big dataset. Figure 3 presents a snapshot of the 

cardiovascular disease dataset. In this dataset, there are 

70000 rows and 13 columns such as id, age, gender, 

height, weight, ap_hi (Systolic blood pressure), ap_lo 

(Diastolic blood pressure), cholesterol, gluc (Glucose), 

smoke (Smoking), alco (Alcohol intake), active (Physical 

Activity), and cardio (Presence or Absence of 

Cardiovascular disease). Here, the protected attribute 

under consideration is gender, given the known 

differentiation in cardiovascular disease between males 

and females. For the clustering process, we've utilized 

two attributes from the cardiovascular disease dataset: 

gender (1 for female and 2 for male), serving as the 

protected attribute, and height (in centimetres), 

functioning as the unprotected attribute. Here we used 

two attributes only for clustering because clustering on a 

minimal attribute helps to identify the key factors easily 

that are driving the clustering results and gain insight 

data. Furthermore, the clustering algorithm is utilized on 

the input dataset, effectively partitioning the large dataset 

into smaller clusters. 

 

Fig. 3.  The Snapshot of Cardiovascular Disease Dataset 

4.2. Clustering 

We performed clustering to gain insights into a 

population within a large CVD dataset. Employing the K-

Means clustering method on the input dataset was 

imperative due to its vast size. Large datasets often 

present challenges such as feature complexity and 

insufficient diversity, potentially resulting in hidden 

biases. Detecting these biases becomes increasingly 

cumbersome as data volume escalates. This study's input 

dataset comprises 70,000 rows and 2 columns (gender, 

height). We applied K-Means clustering to partition the 

data into 10 clusters of varying sizes. Figure 4 illustrates 

the distribution of values within each cluster, with K=10 

representing the number of clusters. Figure 5 showcases 

a snapshot of the output, displaying instances of gender 

and height within a single cluster.  

              
Fig. 4.  The value of Datapoints within each Cluster 
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For experimentation, we utilized an Intel(R) Core (TM) 

i7-4790 CPU @ 3.60GHz processor with 8.00 GB RAM, 

coupled with Hadoop version 3.2.3 and Java 1.8.0. With 

10 nodes configured similarly, we established 10 

clusters, assigning each node to handle a distinct cluster 

concurrently. This parallel processing approach 

significantly reduced the execution time for each cluster 

by dividing the input dataset into 10 partitions. Adjusting 

the number of clusters remains flexible, dependent on 

resource availability and specific requirements. 

Following clustering, the clustered output seamlessly 

integrates into the MapReduce framework for subsequent 

processing. 

 

Fig. 5.  The various instances of gender and height 

4.3. MapReduce Framework 

The output from the clustering algorithm is then fed into 

the MapReduce framework module. In the MapReduce 

paradigm, the "reduce" step follows the "map" job, 

aiming to minimize processing power and cluster 

network overhead. Initially, each job is mapped before 

being reduced into equivalent tasks. The MapReduce 

framework architecture, as depicted in Figure 6, is 

applied to clustered datasets of cardiovascular disease. 

The input to the MapReduce framework comprises the 

clustered dataset, consisting of attributes such as gender 

(1 for female, 2 for male) and height (in cms). The 

mapper function transforms the input data into ⟨Key, 

value⟩ pairs. Here, the keys represent gender (1 for 

female, 2 for male), while the value is set to 1 for each 

occurrence. For instance, ⟨1, 1⟩ denotes a female 

occurrence, where key=1 represents females and value=1 

indicates the frequency of female instances. 

Subsequently, the ⟨Key, value⟩ pairs are shuffled into 

⟨Key, a list of (values)⟩ format before being sent to the 

reducers. For instance, ⟨1, (1, 1) ⟩ signifies that key=1 

represents females, and the list of values= (1, 1) 

corresponds to the occurrences of females. Lastly, the 

reducer consolidates the input data into ⟨Key, Total 

values⟩ pairs, tallying the overall sum of keys. For 

example, ⟨1, 4⟩ indicates that key=1 represents females, 

and the total count of females across all clusters is 4. 

Fig. 6.  The MapReduce framework 

Figure 7 below illustrates the output of the MapReduce 

framework for the input clustered cardiovascular disease 

dataset. This output provides comprehensive counts for 

the attributes, specifically gender and height. In the 

dataset, the frequency of females (represented by 1) is 

45,530, while the frequency of males (represented by 2) 

is 24,470. We focus solely on the protected attributes, 

namely gender (females and males), hence the overall 

counts for females and males are provided above. 

Additionally, the frequency gender, and height 

corresponding to each key are depicted using a bar chart 

in Figure 8.  

 

Fig. 7.  The Output of MapReduce Framework 

Subsequently, the output from the MapReduce 

framework is forwarded to the disorder test module for 

testing the disorder on the categorized protected attribute 

by using the Shannon entropy and if the disorder is 

present then identify the value of biases in the dataset. 

4.4 Disorder Test Module 

In this module, we test the disorder on the protected 

attribute of the dataset, and if the disorder is detected, 

then we proceed to apply the balance measure approach 

in the bias detection module to quantify the percentage of 

bias.  
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Fig .8 The Gender and Height Frequncies 

For the disorder test, we incorporate a mathematical 

model involving Shannon entropy (H) to quantify the 

disorder within the dataset. The Shannon entropy, 

ranging from 0 to 1, tends towards 0 in cases of disorder. 

It evaluates the disorder using the number of instances in 

the dataset (n), the number of classes in the protected 

attribute (k), and the size of each class (𝑐𝑖). In our study, 

the k represents the gender. The output of the MapReduce 

framework, focusing on the protected attributes (female 

and male gender), is passed to the Shannon entropy for 

the disorder test.    

The test is done based on equation (1) which is Shannon 

Entropy(H): 

                       𝐻 =  − ∑
𝑐𝑖

𝑛

𝑘
𝑖=1  log

𝑐𝑖

𝑛
                                             

(1)                  

                   

                  Where 𝑛 = instances in the dataset, 

                                𝑘 = number of classes, 

                                𝑐𝑖 = size of each class. 

 

 𝐻 = 0, if there is only one class. 

𝐻 𝑡𝑒𝑛𝑑𝑠 𝑡𝑜 0 when your data collection is severely 

uneven. 

The disorder is calculated using the Shannon entropy 

where the value of 𝑘 is 2 (for male and female),  𝑐𝑖  for 

the male class is 24470 and 𝑐𝑖 for the female class is 

45530 respectively and the value for 𝑛 is 70000. Hence, 

the calculated value 𝐻 i.e. Shannon entropy is 0.28, 

which is shown in Table 1 and it lies within the threshold 

values 0 and 1. The value of H tends to 0 which means 

disorder exists in the dataset. Once the disorder is tested 

it finally goes to our last module i.e. bias detection 

module to measure the bias value in the CVD dataset.   

            Table 1.  Disorder Measurement in Dataset 

      Disorder Test  Value 

   Shannon Entropy  0.28 

 

  

4.5. Bias Detection Module 

In this module, we assess the extent of bias on the 

protected attribute present in the dataset by applying the 

balance measure approach. Following the disorder 

assessment, the balance measure approach is employed 

to determine the percentage of bias. This balance 

measure is utilized particularly when one class within the 

protected attribute is disproportionately prevalent 

compared to others, leading to bias within the system. 

The bias detection is done using equation (2) which is a 

balance measure. 

  𝐵𝑎𝑙𝑎𝑛𝑐𝑒 =  
𝐻

log 𝑘
 =  

− ∑
𝑐𝑖   

𝑛
log

𝑐𝑖 
𝑛

𝑘
𝑖=1

log 𝑘
                                (2) 

Where 𝐻 = Shannon Entropy, 

   𝑘 = number of classes. 

                 Table 2.  Detection of Bias Value for Gender 

Balance Measure 

Approach 
Value 

        Balance 

Formula 
28% 

 

The above Table 2, reveals that the dataset exhibits a bias 

of 28% towards females. This underscores the presence 

of biases within the dataset. Where, H is Shannon entropy 

which was calculated previously as 0.28 and k is the 

number of classes in protected attributes which is 2 

(gender i.e., Male and Female). Hence, the bias value by 

using the balance measure is 28% which shows that the 

CVD dataset is biased. Further, we conducted a 

comparative analysis of our results with those presented 

in another research paper referenced in [21], as depicted 

in Table 3. 

Table 3.  Comparison of the Results 
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The comparison table above highlights a notable 

distinction between our proposed methodology and the 

approach described in [21]. While [21] relies on machine 

learning classification applied to a set of attributes, 

resulting in increased time complexity and degraded 

performance, our method employs clustering followed by 

the MapReduce framework. This approach individually 

classifies the dataset based on specific protected 

attributes, thereby minimizing time complexity and 

enhancing performance. Moreover, our methodology 

incorporates a disorder test using Shannon entropy (H) 

within the dataset. This ensures efficiency by only 

proceeding to bias detection if the disorder is detected 

(H≠0), thus saving time compared to [21], where bias 

detection is performed directly without the disorder test. 

For assessing the imbalance factor in the dataset, we 

employ the balance measure approach to quantify the 

bias value. Our analysis reveals a bias value of 28%, 

significantly higher than that obtained in [21]. 

Furthermore, we evaluate multiple performance metrics, 

including accuracy, precision, and F1-score, yielding 

values of 72%, 73%, and 81%, respectively. These results 

underscore the superior performance of our proposed 

method compared to [21]. 

5. Conclusion and Future Work 

In our work, we introduce a novel framework for the 

automated detection of bias in cardiovascular disease 

datasets, crucial for enhancing model performance. 

Leveraging the MapReduce framework and various 

balance measure approaches, our methodology directly 

classifies the protected attribute within the dataset. 

Shannon entropy is then utilized to quantify disorder in 

the dataset based on the protected attribute, yielding a 

calculated value of 0.28 in this instance. Subsequently, 

applying the balance formula using Shannon entropy 

reveals a bias measure of 28%, indicating the presence of 

gender bias in the dataset due to the unbalanced 

distribution of the protected attribute. These findings 

highlight the disparity within the system, ultimately 

impacting overall performance. Comparison with other 

research papers emphasizes the effectiveness of our 

methodology, as bias detection is conducted based on 

protected attributes, saving time by focusing solely on 

relevant factors. Additionally, we evaluate compelling 

performance metrics, with accuracy, precision, and F1-

score achieving notable values of 72%, 73%, and 81%, 

respectively, further affirming the superiority of our 

approach. Moving forward, future endeavors may 

involve identifying the specific types of biases present in 

the system and implementing mitigation strategies to 

promote fairness. Furthermore, optimizing a fair 

prediction model remains a key area for research, aimed 

at fostering more accurate and equitable predictive 

models to enhance patient care within cardiovascular 

research. 
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