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Abstract: The Indian subcontinent experiences seismic activities which are visualized in India’s Seismic map. These seismic spatio-

temporal characteristics need to analyze to understand the evolution. Clustering is a machine learning technique to highlight the patterns 

of grouping similar objects in the spatio-temporal dimensional. Our research work in this paper proposes a novel algorithm to analyse the  

spatio-temporal data for patterns through clustering. This is a hybrid method based on grid and density clustering. We have devised a 

method to find the required total number of core points for density clustering. The efficiency of our algorithm is higher due to appropriate 

selection of core points with respect to the density in the region. In addition, proposed algorithm requires minimal user defined parameters 

and minimizes Euclidean distance computation to the neighboring core points in the current region and not with all of the core points. The 

algorithm has been experimentally tested for correctness of results and performance. It is observed from the results, the Earthquake spatio-

temporal data has clustering tendency and the events indicate higher correlation with respect to frequency and time. The quality of clustering 

is effective and efficient with the silhouette index 0.93. 
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1. Introduction: 

The progress made in machine learning has proven to be 

effective in handling the massive spatio-temporal data. 

Man-made intelligence models are crucial in handling the 

multidimensional aspects of spatio-temporal data with faster 

response. Spatial  represents geographical coordinates and 

temporal relates to time information of events or data 

recording along with non-spatiotemporal information. 

These data is constantly created from various sources like 

GPS, satellites, sensors, robots etc.   The ease in availability 

of massive but unpredictable spatio-temporal data presents 

troubles in deriving useful patterns of information. Machine 

learning models offer a solution for the process of  

extraction and validating patterns or rules over the data. 

Clustering is a classical machine learning technique 

performed by grouping similar spatio-temporal objects for 

mining patterns, trends, rules hidden in data[1]. Clustering 

in spatio-temporal environment mainly rely on particular 

characteristics of data which could represent a point on 

geographical coordinate system, a line representing 

trajectory or roads, a polygon representing a bounded region 

etc. So the spatial information records a fixed location or for 

moving objects, the change in location over time.  

The temporal dimension captures the time when the event 

of recording the information occurred or evolution in time. 

Then  

the objective of clustering is to extract a population of data 

by a joint distribution or distance metric computation where 

clustering objects or instances have minimal distance with 

the centroids of the cluster. The overall clustering process is 

as given in Fig.1. as: acquiring the dataset and perform 

preprocessing or cleaning of data. Apply the clustering 

algorithm to generate clusters. Compute the distance metric 

for obtaining the similarity ratio and for determining 

neighbor instances. The clusters are validated and results are 

interpreted with drawing meaningful information at this 

stage. The widely known distance metrics are Euclidean, 

Manhattan, Minkowski etc. Clustering has applications in 

recommendation of product based on customer reviews, 

crime clusters, with NLP to retrieve similar documents, 

diseases analysis, event detection.   

 

Fig.1. General Process of Spatio-Temporal Clustering. 

Spatiotemporal data types can be categories into events, 

time series, moving objects, trajectories, and geo-referenced 

variables [9]. Spatio-temporal event data is recorded for a 

location with corresponding timestamp. The spatial and the 
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temporal information is static and no movement of data is 

recorded. In case of epidemics, affected region may change 

the size. Earthquakes, cyclone are good example of data 

representing events. In the time series data, the object 

evolution with respect to time is captured and recorded. A 

long history of the object evolution is stored. Then analysis 

for correlation in different geographical time series is 

performed. In case of moving objects, spatial location of the 

object changes with change in time. Moving vehicles 

monitoring can be a good example for moving objects data 

collection. Trajectories involve recording the history of 

moving objects in sequence. Clustering analysis for similar 

movement behavior may be carried out. Geo-referenced 

variable records the evolution of the phenomena at a fixed 

location. 

Clustering has applications in recommendation of product 

based on customer reviews, crime clusters, with NLP to 

retrieve similar documents, diseases analysis, event 

detection. A famous application of clustering recorded 

sucessfully in 1854 was for disease spread analysis, where 

Dr John Snow established correlation to form clusters of 

cholera cases found around a public water pump, and was 

the source of the spread of cholera. 

One of the applications of clustering is detection of 

earthquake clusters of same severity, regions of clustering 

displaying foreshocks and aftershocks of main earthquake 

events. Earthquakes are the natural events that cause tremors 

from the Earth’s core to the surface. These sudden 

vibrations may cause destruction of useful natural and man-

made resources. Leading to the identification of such areas, 

which may have a trend or reach of Earthquake impacts, is 

of importance. Hence, we focus our study to derive 

clustering patterns through our proposed rese    arch work 

on Indian Earthquake spatio-temporal data. 

Aim: 

The primary aim that this study addresses is developing a 

clustering algorithm for spatio-temporal data for pattern 

mining, which offers better performance and quality in 

event-based setting.  

Our contribution in the paper covers the follow objective: 

1. Develop a hybrid clustering algorithm to derive 

patterns in spatio-temporal data. 

2. To state a method to select appropriate core points’ 

from the dataset. 

3. To minimize the user defined parameters to be used 

for the algorithm. 

4. To experimentally test the algorithm on spatio-

temporal Indian Earthquake dataset. 

The remaining paper follows the structure as: Section II 

presents the study of the state of art research works. Section 

III presents the proposed method. Section IV carries out the 

result and discussion and Section V puts forth the 

conclusion of the research work. 

2. Related Work: 

The approaches to clustering are highlighted in table 1. K-

means[2], a partitioning based approach extracts k partitions 

iteratively to form clusters using Euclidean type of distance 

metric. The method being simple and interpretable is widely 

applied. The results are influenced by outliers. Density 

based approach identifies maximal density connected 

regions to form clusters based on neighborhood where 

parameters like maximum distance and minimum number of 

datapoints to form clusters are used. It results into arbitrary 

shaped clusters. DBSCAN[3] algorithm works on density-

based strategy. Grid based methods adopt formation of grid 

of non overlapping bins and are determines dense grid bins 

to form clusters. CLIQUE[4] is a well-known grid-based 

algorithm. MAFIA[5] is an algorithm of this approach. 

Hierarchical uses top down or bottom-up approach along 

with linkages is incorporated for clustering. Chameleon[6-

7] algorithm is a type of hierarchical clustering method. 

Trajectory clustering has an application in animal 

movement. TRACLUS[8] is a trajectory clustering 

approach. In this trajectory are partition into line segments 

and grouped to form clusters. Hybrid approach uses two or 

three approaches to utilize their benefits. 

Table 1: Traditional approaches to spatio-temporal 

clustering. 

Clustering 

Approach 

Strategy Characteristics 

Partitioning  Distance, centroids. Outliers 

influence the 

results. 

Density Neighborhood, core 

points,density 

reachable points. 

Minimizes 

noise. 

Grid  Non-overlapping 

bins, dense spaces, 

buffer area. 

Easy to 

parallelize, 

incremental 

Hierarchical Agglomerative, 

divisive, linkages. 

Sensitive to 

outliers 

Trajectory  Group lines of 

trajectories. Angular 

distance. 

Efficient due to 

indexing. 

Hybrid A mix of above 

approaches. 

Robust, scalable, 

flexible. 

 

The state-of-art research work applied in spatio-temporal 

clustering  has been in the applications of analyzing the 

impact of disease spread like COVID-19 etc in [11][12].The 
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disease mapping and modeling is required to identify high-

risk clusters which requires distinguishing high-risk areas 

from low-risk areas and smoothing the relative risk as given 

in [13]. In [11], Moran’s local and global I is computed to 

find the autocorrelation to identify hot spot regions through 

clustering. Here variation in disease spread rate was highly 

related to the determinants as income of families and foreign 

visitors in the country. In [12], study is based on Kulldroff’s 

time space scanning statistics along with Poisson 

probabilistic model, logistic regression for evaluation of 

results. In [13], the case study of Dengue disease is carried 

out, where agglomerative hierarchical clustering is applied 

for mapping of clusters. Further with spatiotemporally 

varying coefficient using Bayesian model, optimal clusters 

are selected. It finds the optimal cluster configuration. It was 

found risk of Dengue varies with space and time and is 

related to weather variables. 

In [14], hierarchical trajectory clustering framework has 

been developed using semantic information such as speed, 

direction, and time. Clustering is based on single linkage 

between clusters. This method uses reference spots and long 

sequences of trajectories. 

Spatio-temporal clustering can be carried out with 

geographical weighted regression as studied in [15-

16].Some use varying coefficient model as given in [17]. 

The varying coefficient in generalized linear models along 

with hierarchical Bayesian method is used latent random 

variables analysis. 

Kernel density estimation is widely used non-parametric 

method for discovering high density geographical events. 

The most efficient kernel function is Gaussian kernel 

function [18-19]. 

In [20], study of flow of vehicles for traffic congestion 

condition is carried out by computing travel time index 

(TTI) for zones while k-means with Naïve Bayes classifier 

is applied for the clustering process and analysis. 

3. Proposed Methodology: 

The objective of spatio-temporal dataset clustering on 

Indian Earthquake dataset is to uncover correlation or 

associations properties of inside the data. Application of 

clustering   computations is to recognize regions that show 

practically identical seismic traits. This would be useful in 

understanding distribution of events in the Indian 

subcontinent. 

Dataset and Study Area 

The dataset of earthquake was selected for experiment as the 

data contains this gives a good collection of spatio-temporal 

events. The analysis is required for evolution of clusters. 

The earthquake dataset was obtained from the portal of 

National Centre of Seismology, ministry of Earth Sciences, 

Government of India for the events from 2019 to Jan 2024 

with 6506 events. The events represent information as the 

date and time, location as longitude and latitude, with non-

spatial features as magnitude and depth of earthquakes. The 

data captured is for the region covering 00 to 400 N in 

latitude and 600 to 1000 in longitude. 

Pre-Processing of Raw Data  

The events data obtained from the website contained some 

attributes that have not been used for the clustering process 

like the comments attribute. This attribute was dropped. The 

Temporal information was in timestamp format, where time 

was represented in the form of date, hours, minutes, seconds 

which had to be converted to seconds and then further used 

in next stages of the processing. 

Grid Formation and Allocation of Data Instances to Grid. 

While forming the virtual grid, focus is to ascertain the 

range of longitude and latitude coordinates, temporal range. 

In order to have every grid bin to be equally spaced as per 

the data coordinates, the grid coordinates have to be 

determined. For this process, division of coordinates range 

is performed. It is necessary to locate the neighbouring bins 

in all direction of the current grid which is completed her. 

After setting the grid further stage requires allocation of data 

instances to the grid bins as per its coordinates. This process 

is simple as it only checks the instance coordinates and it 

falls in the range of respective grid bin coordinates. 

Density of Grid Bins 

Further stage requires to find the density population of every 

grid bin. The density decides to set the core point in the grid 

and  number of core points for the grid bin. If the density is 

found to near to zero, no core points are selected. Then there 

is increase, in the number of core points as per the density. 

The assignment of core points is controlled by the density 

of the bin. In order to have selection of the core points a 

random process selection is applied. In order to not have 

clusters too close there is distance maintained between core 

points. 

Distance metric 

The approach used here is using the Haversine distance 

formula to determine the spatial distance between any two 

events location. Haversine distance is the Earth surface 

distance between any two location based on latitude and 

longitude coordinates. The temporal distance is computed 

based taking time difference between two events. This 

requires conversion of time into seconds and finding the lag. 

Since time difference will outweigh the spatial distance, we 

use a smoothing factor weight with time attribute to balance 

the spatial distance and temporal distance effect. 

Clustering 

Assign the data instances to the closest grid bin or 

neighboring bins core points based on minimal distance 
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metric including the neighboring bin. In order to not 

influence the results by bin boundaries, the algorithm 

obtains the closet core point which may belong to its own 

bin or neighboring bins. At this stage the clusters are 

formed. Determine the mean within the cluster distance. 

Determine the mean across the cluster distance. 

Validation of results 

Every cluster is interpreted. We have checked are the 

clusters overlapped or wrongly assigned. Compute the 

clustering quality measure silhouette index. Set the clusters 

can be made final clusters or go for optimization of 

parameters. 

Proposed algorithm for spatio-temporal clustering:  

Step 1: Read the data and find the total number of events as 

objects n. 

Step 2: Find the grids extreme geographical coordinates 

from data, to construct a virtual grid(i.e. latitude, longitude). 

Step 3: Form the geographical coordinates grid containing 

bins. 

Step 4. For every grid bin, find neighbors grid bins that 

surround the grid in all directions. 

Step 5: Assign the data points to grid bins. 

Step 6: Find the density of every grid bin. 

Step 7: Classify the grid bin as per the density in the 

category as below minimum threshold, above minimum 

threshold, above average. 

Step 8:Find the number of core points for every bin. 

|𝑐𝑜𝑟𝑒𝑝𝑜𝑖𝑛𝑡𝑠| = log2|𝑔𝑟𝑖𝑑𝑏𝑖𝑛𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠| +  𝜗                   

(1) 

where 𝜗 takes value in the range [1,3].  

Step 9:Allocate core points to the grid bin using random 

process. 

Step 10: Maintain minimum distance ‘δ’ between core 

points of the same grid bin. 

Step 11: Allocate the data points to the nearest grid core 

points using spatio-temporal distance inspired by Haversine 

formula. 

Haversine(𝐼𝑖 ,𝐼𝑗)= 2 ∗  Radius of Earth ∗ arcsin 

√
Sin2(Ij. Lat − Ii. Lat) + Cos(Ii. Lat). Cos(Ij. Lat) + Sin2(Ij. Lon

−Ii. Lon)
 

           

(2) 

Time(𝐼𝑖 ,𝐼𝑗)= Ii. time −  Ij. time + 1        

(3) 

Distance = Haversine distance +time distance 

      (4) 

Step 12: Form the clusters. 

Step 13:Compute the silhouette index for cluster quality. 

Step 14: Stop 

 

 

Fig 2: Proposed Spatio-temporal Clustering framework. 

The algorithmic framework has been diagrammatically 

represented in Fig.2. 

4. Result and Discussion:  

     The proposed algorithm was implemented in python 

programming language on Colab platform of Google which 

provides cloud storage. The algorithms works in stages. 

First, formation of grid and assignment of datapoints to grid. 

Second, density computation of grid bins and allocation of 

grid core points. Third, computing distance between 

datapoints and assignment to cluster. Last, computing 

cluster quality score.  

       Fig.3. shows that selection of core points within the grid 

by maintaining the distance implements to not have 

overlapping clusters and Fig.4. shows result of core point 

selection. Figures 5 and 6. Shows the clustering results with 

different colors as different clusters.  Figure 7, shows the 

computation silhouette index score reflecting quality of 

clustering as 0.93 which is a good clustering quality. Figures 

8 and 9 illustrate the effect of altering the minimum distance 

between the core points/centroids given by δ influences the 

number of core points/centroids selected and the resulting 

mean distances both between and within clusters. As δ 

increases, fewer centroids are chosen, leading to an increase 

in mean distances between clusters and within clusters. 

These observations indicate that the resulting clusters are 

distinct, non-overlapping, and possess arbitrary shapes.  

The proposed algorithm is an improvement over existing 

methodology based on distance computation. Firstly, it 

avoids the expensive computation of distances between 

individual data points and all core points by utilizing 

distance calculations with nearby core points to identify 

clustering patterns. Secondly, it narrows down the search 

scope by employing neighborhood grid bins and exploring 

proximity in all directions. Thirdly, the grid bin-based 

approach does not restrict cluster formation solely to the 

shape of the grid bin, as the nearest core points may be found 
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in neighboring grid cells. Additionally, the algorithm does 

not repeatedly alter cluster assignments iteratively but 

instead focuses on achieving accurate assignments initially. 

Moreover, it operates independently of prior knowledge or 

background information regarding clusters, core points, or 

neighborhoods. 

The algorithm's effectiveness is highlighted by experimental 

findings, as it partitions the dataset into spatial-temporal 

space bins and focuses on a limited number of grid bins. 

This approach reduces unnecessary searches and 

calculations of spatio-temporal distances calculation, 

resulting in a compact search space and minimal memory 

usage. 

 

Fig. 3: Maintain minimum distance between core points. 

 

Fig. 4: Core points selection. 

 

Fig. 5: Execution of proposed spatio-temporal clustering 

with formation of 25 clusters, distance between the core 

points is 300km. 

 

Fig. 6: Execution of proposed spatio-temporal clustering 

with formation of 19 clusters, distance between the core 

points is 500km 

 

Fig.7: Silhoutte index for clustering quality. 

 

Fig. 8: Effect of change in maximum distance between two 

centroids on number of centroids selection and mean 

distance between the clusters. 

 

Fig. 9: Effect of change in maximum distance between two 

core points/centroids on number of centroids selection and 

mean distance between the clusters. 
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5. Conclusion: 

In this research article we have proposed an algorithm for 

clustering patterns on spatio-temporal data. The algorithm 

has been applied on the Earthquake data of Indian 

subcontinent and resulted in 27 clusters. The experimental 

evaluation ensures with the clustering results effective 

performance of the algorithm. We conclude to use the 

proposed clustering algorithm as it offers reduction in 

distance computation and good clustering quality with 

silhouette index as 0.93.In future recent advances in deep 

learning such as graph convolution networks can be 

explored for clustering approach. 
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