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Abstract: In the digital age, the spread of false information has become a widespread and difficult problem. The Naive Bayes & logistic 

regression algorithms are used in this paper to provide a novel methodology for the detection of bogus news stories. The aim of this study 

is to improve the efficacy of the identification of fake news in digital material, consequently fostering information credibility and 

integrity within the digital ecosystem. We start this investigation by gathering a wide dataset of news articles from both reputable and 

phoney sources. We preprocess the textual input using techniques like tokenization, stop-word removal, and stemming to aid in feature 

extraction. During the feature selection phase, the term frequency-inverse document frequency (TF-IDF) is used to estimate the word 

importance of each article. Next, the Naive Bayes algorithm is used to divide news stories into two groups: phoney and real. In order to 

determine the probability that an article will fall into a particular category, Naive Bayes uses a probabilistic technique under the 

assumption that the characteristics (words) are conditionally independent. Logistic Regression models the probability of a news article 

being fake or genuine based on a set of relevant textual features. The primary goal of logistic regression is to achieve high accuracy in 

classifying news articles as fake or genuine, with an emphasis on feature engineering and model evaluation. The efficacy of the 

corresponding methods is determined by utilizing the confusion matrix to evaluate the correctness of the model. The findings suggest that 

Logistic Regression is effective in detecting fake news and contributes to the trustworthiness of information sources in the digital age. 
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1. Introduction 

Information that is inaccurate or misleading but is 

presented as fact is called "fake news." It can appear in 

many different forms, such as biased reporting that 

misrepresents the facts, rumours, manufactured stories, 

altered photos or videos, and hoaxes. Fake news is 

frequently produced with the goal of misleading or 

deceiving the public and is typically distributed through a 

variety of media platforms, such as social media, websites, 

and traditional news publications. False or misleading 

information can be disseminated by fake news, which can 

cause people to believe and do untrue things. When 

individuals start to doubt the veracity of the information 

they come across, the spread of fake news has the potential 

to undermine confidence in institutions, media, and even in 

each other. Fake news has the potential to exacerbate 

polarization and conflict by taking advantage of already-

existing political and social gaps. Misinformation 

regarding catastrophes, health crises, or other significant 

occurrences can cause harm or bad decision-making 

among the public. Fake news has the potential to cause 

economic instability, harm company reputations, and have 

an impact on financial markets. Election manipulation, 

public opinion manipulation, and democratic process 

undermining are all possible with the deployment of fake 

news. 

Detecting and addressing fake news is therefore essential 

for maintaining the integrity of information in the digital 

age and for safeguarding the public against misinformation 

and its negative consequences. Detecting fake news helps 

prevent people from being misled and making decisions 

based on false information that could be harmful. 

Identifying and debunking fake news helps to preserve 

trust in credible news sources and institutions. Detecting 

fake news can help mitigate the polarization and social 

division that can result from its spread. 

Therefore objectives to detect fake news are as follows: 

Early detection: Identifying fake news as quickly as 

possible to limit its spread and mitigate its impact. 

Fact-checking: Verifying the accuracy of information by 

comparing it to reliable sources and evidence. 

Identifying sources: Determining the credibility of the 

sources that share the information. 

Analysing content: Assessing the content of the news for 

signs of manipulation, bias, or inconsistency. 

Automation: Developing automated tools and algorithms 

to assist in the rapid detection of fake news at scale, 

especially on social media platforms. 

In the digital age, the spread of false information has 

become a widespread and difficult problem. The Naive 

Bayes algorithm, a popular machine learning method for 
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text classification tasks, is used in this paper to provide a 

novel methodology for the detection of bogus news stories. 

The aim of this study is to improve the precision and 

efficacy of the identification of fake news in digital 

material, consequently fostering information credibility 

and integrity within the digital ecosystem. We start this 

investigation by gathering a wide dataset of news articles 

from both reputable and phoney sources. To help with 

feature extraction, we preprocess the textual input using 

methods including tokenization, stop-word removal, and 

stemming. Term frequency-inverse document frequency 

(TF-IDF) is used in the feature selection process to 

measure the significance of words in each article. Next, 

news stories are divided into two categories using the 

Naive Bayes algorithm: phoney and authentic. Naive 

Bayes uses a probabilistic method to calculate the 

probability that an article falls into a particular category, 

based on the assumption that the characteristics (words) 

are conditionally independent. Confusion matrix is used to 

measure the accuracy of the model and determine the 

algorithm's efficacy. 

This paper also presents a targeted approach for fake news 

detection through the utilization of Logistic Regression, a 

powerful machine learning algorithm. Logistic Regression 

models the probability of a news article being fake or 

genuine based on a set of relevant textual features. A 

comprehensive dataset, comprising textual features 

extracted from news articles, forms the foundation of this 

study. The primary objective of this research is to achieve 

high accuracy in classifying news articles into the 

categories of fake and genuine. The findings of this study 

underscore the effectiveness of Logistic Regression as a 

valuable tool for fake news detection. 

2. Literature Review 

To detect fake news, numerous scholars have proposed 

applying a range of machine learning and deep learning 

methods. We have provided several basic methods for 

detecting bogus news in this research study. Finding the 

flaws in the baseline methodology and offering a In a 

research publication [1], the effectiveness of several 

Machine Learning and Deep Learning models is evaluated 

using two different datasets. Text representation is derived 

by the application of embedding techniques such as term 

frequency and term frequency-inverse document 

frequency. Term frequency is utilized for text 

representation in machine learning methods, and term 

frequency-inverse document frequency is used for deep 

learning models. Subsequently, performance metrics such 

as accuracy, precision, and F1-score are employed to 

compare different models. Next, the unique stacking 

process is proposed as an improved strategy to detect fake 

news. By stacking the several models, the proposed 

approach enhances the performance of each model. This 

work compares the performance variations among 

individual models and enhances diversity by training three 

deep learning models as Convolutional neural network, 

Long Short-Term Memory, Gated recurrent unit and five 

machine learning algorithms as Decision tree, Random 

forest ,k-nearest neighbours, Logistic regression and 

Support vector machine. In research paper [2], Rumor 

Detection on Social Networks using a Sociological 

Approach is discussed. The quick spread of rumors 

through networks makes distinguishing between rumors 

and non-rumors extremely challenging. It is impossible to 

keep up with the entire worldwide stream of tweets in real-

time due to the size of the real-time twitter feed and the 

rapid arrival rate. Alternately, the proposed model is 

referred to as a tweet rumor scoring system based on the 

four ratings produced from the tweet content. It defines 

four different scores namely, i) Famousness score, ii) 

Rareness score, iii) Reliability score and iv) Consistency 

score. To examine the total model classification accuracy, 

four common machine learning techniques are proposed: 

K-nearest neighbor (kNN), Support Vector Machine 

(SVM), Random Forest (RF), and Naive Bayes. The 

Random Forest (RF) classifier was found to be the most 

accurate for rumour categorization goals. Ozbay et al. [31] 

used 23 supervised AI algorithms on three datasets, 

including BayesNet, JRip, OneR, Decision Stump, ZeroR, 

Stochastic Gradient Descent (SGD), Logistic Model Tree 

(LMT), etc. Their testing results demonstrated that the 

decision tree approach outperformed all other intelligent 

classification algorithms, with the exception of 

recollection. Random Forest, Multinomial Naïve Bayes, 

Gradient Boosting, Decision Tree, Logistic Regression, 

and Linear-SVM were employed by Kaliyar et al. [21] in 

their detection of bogus news. They discovered that 

gradient boosting yields cutting-edge outcomes and on the 

Fake News Challenge dataset, they were 86% accurate. 

Umer et al. [40] suggested a model to detect whether 

headlines of news items coincide with the body of the 

article by combining dimensionality reduction techniques, 

PCA and Chi-Square, with neural network architecture, 

including CNN and LSTM. They then saw that the 

suggested model produced the best accuracy, 97.8%, in a 

significantly shorter amount of time. Using the Kaggle 

fake news dataset, Kaliyar et al. [22] developed a CNN-

based deep neural network known as FNDNet, which 

produced state-of-the-art results with an accuracy of 

98.36%. Using the CNN BiLSTM ensemble model with 

attention mechanism, Kumar et al. [24] obtained the 

greatest accuracy of 88.78% using both their own datasets 

and the FakeNewsNet dataset. Ajao et al. [4] classified 

fake news messages from Twitter tweets using a CNN and 

RNN hybrid. They evaluated the effectiveness of three 

different models: the LSTM-CNN hybrid, the LSTM with 

dropout regularisation model, and the plain LSTM model. 

The dataset they used comprised about 5,800 tweets that 
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were focused on five rumours. They then came to the 

conclusion that the LSTM-CNN hybrid model and the 

LSTM approach with dropout regularisation both suffer 

from limited data, while the plain LSTM model performs 

best. In order to classify, Roy et al. [36] used CNN to find 

hidden features, RNN to record temporal sequence, and 

MLP to receive the obtained representation. They obtained 

feature embeddings using pre-trained 300-dimensional 

Google News Vectors and input them into different 

convolutional layers and different Bi-LSTM layers. Their 

models outperform the state-of-the-art model by 3%, with 

an accuracy of 44.87% on the Liar Dataset. 

3. Materials and Methods 

3.1. System Architecture 

System Architecture to detect fake news using machine 

learning approach is as shown in figure. The fundamental 

concepts of proposed models have been discussed in below 

sections. 

 

Fig 1. System Architecture to detect fake news using 

machine learning approach 

3.2. Dataset Collection 

We have used an ISOT dataset. 23481 pieces of data in this 

dataset are tagged as fake news (labelled as 0), whereas 

21417 pieces of data are classified as legitimate news 

(labelled as 1). Among the features are the title, subject, 

date, label and substance (news body). We used the title 

and text from the ISOT dataset, among other variables, to 

train our models. 

3.3. Document Preprocessing 

The text data has to be preprocessed using techniques 

including stop word removal, tokenization, sentence 

segmentation, and punctuation removal before being input 

into machine learning models. These actions can greatly 

aid in improving model performance and helping us 

choose the most pertinent terms. Since the dataset is 

derived from actual news items, many of the links in it are 

useless and provide no information. Thus, we eliminated 

these urls from our data in order to clean it. The next stage 

in our preprocessing is to remove stop words. In case they 

made too much noise, we took them out. Following the 

cleaning process, we used TF-IDF and embedding 

algorithms to tokenize the text data. TF and TF-IDF are 

two important concepts in the field of information retrieval 

and natural language processing used for text analysis and 

document retrieval. 

3.4. Document Vectorizing 

Documents will get vectorized using TF-IDF and proper 

score will be assigned to each term in the document. 

3.4.1 TF (Term Frequency): 

Term frequency, or TF for short, is a measure of how 

frequently a term (or word) appears in a text. It is 

calculated by counting the occurrences of a term in a 

document and is typically normalized 

to prevent bias towards larger documents. One common 

normalization technique is to divide the term frequency by 

the total number of terms in the document. The frequency 

factor (TF) of a term in a text is frequently given as a 

number; larger values indicate that a term appears more 

frequently in that document. 

TF (t, d) = count of t in d / number of words in d 

3.4.2 IDF (Inverse Document Frequency): 

IDF stands for "Inverse Document Frequency." It is a 

statistical measure used in natural language processing and 

information retrieval to evaluate a term's importance or 

uniqueness within a collection of documents. IDF is a 

crucial component of the TF-IDF. 

( ) log( / ( _ 1))IDF t N n t= +
 

Where, N is the total number of documents in the corpus. 

n_t is the number of documents containing the term "t." 

3.4.3 TF-IDF: 

A statistical metric called TF-IDF combines TF and IDF to 

assess a term's significance in a particular document in 

relation to a broader corpus of texts. It is computed by 

multiplying the IDF of a term throughout the whole 

document collection by the TF of the term inside a 

document. The value of a phrase within a text is expressed 

by the TF-IDF score in relation to its relevance throughout 

the full corpus of documents. Excessive TF-IDF values 

signify that a phrase is unique to a certain document, 

suggesting that it is common in one text but rare in 

another. 

TF-IDF (t, d) = TF (t, d) * IDF (t) 

3.5.  Model Training & Validation 

In this study, Naive Bayes and logistic regression these 

machine learning models have been utilized to identify 

fake news from authentic news. There has been extensive 

discussion about these models. 

3.5.1. Navie Bayes 
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In machine learning, the straightforward and popular Naive 

Bayes classification technique is utilized. It is especially 

well-suited for text classification and spams filtering and is 

based on the Bayes theorem. The premise that features are 

conditionally independent that is, that the existence of one 

feature does not influence the existence of another gives 

rise to the word "naive" in its name. The foundation of 

Naive Bayes is the Bayes theorem, which determines the 

likelihood of a class or hypothesis depending on the 

likelihood of the supporting data (or features). This is one 

way to express Bayes' theorem: 

P(C|X) =
P(X|C) ∗ P(C)

P(X)
 

Where, P (C|X) is the posterior probability of class C given 

evidence X. 

P (X|C) is the likelihood of evidence X given class C. 

P(C) is the prior probability of class C. 

P(X) is the probability of evidence X. 

Naive Assumption: Naive Bayes relies on the "naive" 

assumption that characteristics, such as words in a text 

document, are conditionally independent based on the 

class. Because each feature's likelihood may be treated 

separately, this makes the computation simpler. 

Training: To train a Naive Bayes classifier, you estimate 

the prior probabilities (P(C)) and the likelihood (P (X|C)) 

for each class (C) using training data. In text classification, 

this typically involves counting the frequency of each word 

or feature in documents for each class. 

Prediction: To make a forecast for a new set of data, you 

take the class with the highest likelihood out of each class's 

posterior probability. When classifying news, for instance, 

in news prediction, you compute the posterior probabilities 

of the two classes (fake and not fake) and assign the news 

to the class with a greater likelihood. 

3.5.2. Logistic Regression 

A statistical and machine learning model called logistic 

regression is utilized for multiclass classification with 

certain adjustments as well as binary classification. 

Regression modelling is used to forecast the likelihood that 

an input will belong to a specific class. The salient features 

of logistic regression are as follows: 

Binary Classification: In binary classification, where the 

output variable might have one of two possible values 

(e.g., 0 or 1, yes or no), logistic regression is mainly 

utilized. It simulates the relationship between the 

likelihood that an input will belong to the positive class 

and a set of independent factors, or features. 

Sigmoid Function: The logistic function, commonly known 

as the sigmoid function, is used in logistic regression to 

model the probability. 

S(z) =
1

1+e−z
   

Where, a linear combination of the characteristics and 

model parameters is represented by 'z' in this instance. 

Linear Combination: The linear combination of the model 

parameters and features in logistic regression is computed 

as follows: 

z=β0+β1x1+ β2x2+…..+ βnxn   

Where, β0, β1, β2…βn are the coefficients or model 

parameters & x1,x2,…xn  are the features 

Log-Odds: It is commonly known as the log-odds or logit, 

which is the result of the linear combination 'z'. It is the 

natural logarithm of the probability that the event will 

occur. 

Probability Estimation: The log-odds 'z' is mapped to a 

probability value in the interval [0, 1] via the sigmoid 

function. The following formula determines the likelihood 

that an occurrence is in the positive class: 

P(Y=1|X) = S (z) 

Model Training: Using methods like maximum likelihood 

estimation, the model parameters (β0, β1, β2,...) are 

calculated from the training data. In light of the model, 

these parameters are changed to maximize the likelihood 

of the observed data. 

Decision Boundary: A decision boundary is used by 

logistic regression to categorize fresh data points. Since the 

threshold is set by default at 0.5, an instance is classified as 

belonging to the positive class if the anticipated probability 

is greater than or equal to 0.5, and as belonging to the 

negative class otherwise.  

When forecasting one of two choices, logistic regression is 

used similarly to a tool for decision-making. Let's say you 

want to find out if a news article is real or not. Logistic 

regression analyses word and phrase features to calculate 

the chance (probability) of the news being real. If the 

likelihood is more than fifty percent, it declares something 

to be true. If it is less than 50%, it says, "No, it's not real." 

As a result, it facilitates binary decision-making using the 

data at hand. 

4. Result Analysis 

Result analysis gives a brief summary of both Naive Bayes 

and Logistic Regression's capacities for identifying false 

news. The study's findings indicate that while Logistic 

Regression outperforms Naive Bayes in terms of accuracy 

and precision, both models are useful in identifying false 

news. Both models showed strong F1 scores and accuracy, 

indicating that they can distinguish between real and 

fraudulent news. Both models had a comparatively low 
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amount of false positives, according to the confusion 

matrices, which is encouraging for preventing the incorrect 

classification of authentic news as fraudulent. The 

performance of the models is assessed using accuracy, 

precision, recall, F1 Score & Confusion Matrix. The 

following outcomes were attained when the models were 

assessed using the ISOT dataset. 

Classification report for Navie Bayes is as shown in table 

1. Confusion matrix produced by Navie Bayes algorithm is 

as shown figure 2. Classification report for Logistic 

Regression is as shown in table 2. Confusion matrix 

produced by Logistic Regression algorithm is as shown 

figure 3. The graphical representation of accuracy 

produced by navie bayes & logistic regression is as shown 

below. Logistic Regression outperformed Naive Bayes in 

every evaluation criterion, proving its supremacy in 

identifying fake news. The high recall of both models 

indicates their effectiveness in identifying false positives, 

which is crucial in lowering false negatives. The results of 

the investigation show that both models are helpful in 

spotting false news, even though Logistic Regression 

performs better than Naive Bayes in terms of accuracy and 

precision. The model selection is influenced by specific 

needs, computational resources, and the significance of 

different performance metrics. Future studies may look 

into deeper learning models, ensemble approaches, or more 

advanced machine learning techniques to further improve 

the capacity to identify bogus news. 

 

Fig 2. Confusion matrix produced by Navie Bayes 

 

 

Fig 3. Confusion matrix produced by Logistic Regression 

 

Fig 4. Accuracy comparison between Navie Bayes & 

Logistic Regression 

Table 1. Classification report for Navie Bayes 

Navie Bayes Precision Recall 
F1 

Score 

   

     
 

   

Fake 

 
0.96 0.94 0.95 

Real 

 
0.93 0.95 

0.94 

 

Accuracy         94.37% 

   

   

 

Table 2. Classification report for Logistic Regression 

Logistic 

Regression 
Precision Recall 

F1 

Score 

   

     
 

   

Fake 

 
0.99 0.98 0.98 

Real 

 
0.98 0.99 

0.98 

 

Accuracy       98.31% 

   

   

 

5. Conclusion 

In this study, we evaluated the performance of two 

machine learning models, Naive Bayes and logistic 

regression, using the ISOT dataset. Our analysis concludes 

that logistic regression is the preferred choice for fake 

news detection due to its impressive accuracy of 98.31%. 

Logistic regression outperforms Naive Bayes in several 

aspects, especially in the context of modern information 

dissemination. It provides greater flexibility, enabling the 

capture of complex relationships and dependencies within 

the data, which is crucial for distinguishing between fake 

and genuine news, given their diverse linguistic and 

contextual cues. Additionally, logistic regression is more 
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robust against the curse of dimensionality and excels in 

handling high-dimensional data compared to Naive Bayes. 

Its ability to manage complex correlations and utilize 

regularization techniques makes it a more effective tool for 

combating fake news in our information-driven society. 
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