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Abstract- Cloud computing offers users on-demand services through internet on the basis of pay-per-use model. Due to the increased 

user, the need for resource sharing and utilization is growing quickly, which presents many difficulties for cloud computing. One of the 

most crucial aspects of cloud computing is load balancing, which evenly distributes the workload on available resources to avoid 

overloaded or under-load situation and improve the resource utilization. This paper suggests an optimal dynamic load balancing for task 

distribution problem in cloud environment using Bayesian Model called as LBBM.  The two main components of this model are Load 

Balancer (LdBr) and Virtual Machine Monitor (VMMr). The LdBr assigns user tasks between available VMs and the VMMr analyze the 

available VMs and send the current status of each VMs to LdBr for task distribution. This approach optimally allocate task to the 

selected VM using Bayesian Model which reduces the makespan and increase resource utilization. The proposed LBBM approach is 

simulated using CloudSim Simulator. Simulation findings clearly demonstrate that the suggested strategy outperforms previous 

approaches in terms of lowering makespan and improving resource consumption. 
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1. Introduction 

Using a pay-per-use business model, cloud computing 

allows client to utilize a shared collection of resources, 

including computation, network, storage, and 

applications, on demand. In general, end users can access 

cloud computing resources through three various service 

kinds, including infrastructure as a service (IaaS), 

software as a service (SaaS), and platform as a service 

(PaaS) [1]. In cloud each data center has a number of 

hosts, and each host can contain at least one virtual 

machine (VM) to allow customers to run applications 

without restriction.  

In the cloud, load balancing offers methods for 

effectively distributing the workload (task) across all 

nodes (VM). The successful implementation of load 

balancing influences fail-over, boosts system 

adaptability, avoids system inefficiencies, and speeds up 

execution [2]. To obtain optimum accessibility, cloud 

providers have used load balancing strategies. During 

execution of tasks, methodologies for dynamic cloud 

load balancing disperse given tasks to virtual computers, 

and these virtual computers' load is changed based on the 

system's condition. Load balancing eliminates resource 

overload and decrease the overall waiting time for 

resources [3]. Figure 1 shows the load balancing model. 

 

Figure 1 Load Balancing Model 

Cloud load balancing techniques are classified into three 

types [4]: static, dynamic and hybrid. The static cloud 

load balancing methods [5][6] disperse the tasks among 

virtual hosts before the processing time starts. These 

methods waste resources by loading some virtual hosts 

during execution. Static load balancing techniques 

enhance resource expenses and raise SLA breaches 

caused by overloaded virtual hosts. Dynamic cloud load 

balancing techniques [7][8] allocate submitted tasks to 

virtual machines during task execution as a load of VMs 

is adjusted based on the system's condition. In dynamic 

load balancing, historic data about system state is 

ignored; this can overcome the shortcomings of static 

techniques. Hybrid algorithms [9][10] are a fusion of 
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elements from dynamic and static cloud load balancing 

techniques. 

The load balancing method is further divided into three 

categories: VM, task and resource load balancing. The 

VM load balancing [11] approach allocates VMs from 

heavily loaded to under load. The task load balancing 

[12] method allocates task uniformly between VMs. The 

resource load balancing [13] techniques regulate 

available resources. In cloud computing, dynamic task, 

VM load balancing is most crucial components of 

scheduling. The workloads must be split among 

numerous VMs in order to decrease response times and 

makespan. An effective load balancing method 

minimizes overuse or even depletion of the resources 

that are available. 

This work proposes an optimal dynamic load balancing 

for task distribution problems in a cloud context using 

the LBBM Bayesian Model. The Load Balancer (LdBr) 

and Virtual Machine Monitor (VMMr) are the two key 

components of this approach. The LdBr distributes user 

tasks among available VMs, while the VMMr analyses 

the available VMs and sends the current status of each 

VM to the LdBr for task distribution. This solution uses 

a Bayesian Model to optimally allocate tasks to the 

selected VM, reducing the makespan and increasing 

resource utilization. 

The remaining part of this paper is arranged as follows: 

Section 2 provides the related work of load balancing in 

cloud computing. Section 3 describes the formulation of 

proposed problem. The proposed task distribution with 

load balancing using Bayesian Model is explained in 

Section4. Section 5 discusses the experimental setup 

and results. Finally, section 5 concludes the paper with 

future direction. 

2. Related Work 

One of the most crucial aspects of cloud computing is 

load balancing, and numerous articles [14] [15] have 

addressed this problem. Souravlas et al., [16] proposes 

load balancing for task scheduling problem based on the 

Markov process model. The tasks are efficiently 

distributed among the VMs in the system. With this 

approach, each VM receives the workload in accordance 

to its available processing power. The implementation of 

this assignment assumes that, following the allocation of 

the new tasks, all VMs would be used equally.  

A resource-aware dynamic task scheduling method is 

suggested by Nabi et al. in [17]. It load-balances a 

number of distinct, non-preemptive, and computationally 

demanding jobs onto the available resources. At runtime, 

it also modifies the load and compute share of the VMs. 

It uses a load-balanced task  across the resources 

available to use all the machines evenly, maximizing 

resource consumption and obtaining the quickest task 

scheduling execution time. 

Semmoud et al., [18] presented an adaptive starvation 

threshold-based task scheduling and load balancing 

solution for cloud computing. The threshold is frequently 

adjusted based on the volume of fulfilled requests and 

the duration of virtual machine idle time. To improve the 

Quality of Service (QoS) of Cloud systems, this 

technique also considers the activities' priority level. It 

increases system stability by reducing the number of 

migrations, which reduces task execution time and 

virtual machine idle time. 

Nabi et al., [19] developed resource aware time limited 

load balancing technique. It has the capability of 

allocating the workload of autonomous and 

computationally demanding tasks in accordance with the 

resource computation capacity during runtime. It 

improves load balancing, supports deadline-driven 

workloads, and boosts the Cloud's overall performance. 

In order to decrease the load imbalance of VM and task 

rejection rate, Tong et al. [20] proposed unique deep 

reinforcement learning-based dynamic load balancing 

task scheduling technique. This technique chooses a VM 

that is appropriate for the task before assessing whether 

executing the task on the chosen VM violates the Service 

Level Agreement (SLA). If the SLA is broken, the job is 

rejected and feedback is given as a negative penalty. If 

not, the task is accepted, run, and feedback is given 

based on the load distribution among the VMs. 

Gupta et al. [21] proposed a hyper heuristic approach 

that seeks to achieve globally adjusted load across virtual 

machines while reducing makespan. It uses honey bee 

load balancing to give balanced scheduling solutions. 

Vijarania [22] suggests genetic algorithm for load 

balanced task scheduling.  

A dynamic load balancing approach was presented by 

Kumar et al., [23] to reduce the Makespan and 

effectively use resources. Using the bubble sort 

algorithm, it arranges tasks according to length and 

computing performance. Then, in a First-Come-First-

Served fashion, tasks are assigned to VM. Following the 

completion of allocation, the load is balanced while 

accounting for the load placed on virtual machines. This 

method can quickly minimize Makespan and maximize 

the available resources, however it ignores priority or 

other QoS criteria, including Timeline. 

In case of imbalance issues, Polepally et al., [24] 

proposed load balancing algorithm for reallocating tasks 

to VMs. The method determines the ideal threshold 

value using the Dragonfly optimization algorithm. This 

samples is used to compare and estimate the load on 

VMs.   
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3. Problem Formulation 

When the user submits the task in cloud, the system will 

distribute the task to available VMs in the cloud data 

center. Generally, the workloads are assigned arbitrarily 

to the VMs. The task cannot be deployed in the VM, 

when the task request is more than the actual resource of 

VM. When the required resource level is near to the 

physical host's available quantity, the physical host will 

experience a significant burden, resulting in a decrease in 

service capacity and computing power. The decrease will 

cause a load imbalance in the cloud data centre and a 

degrade service efficiency [25]. The effective task 

deployment technique should be capable of improving 

the overall load balancing effect of the cloud computing 

system. In a cloud data centre, it is required to develop 

an effective and load-balancing task distribution method.  

Cloud computing is comprised of a group of virtual 

machines (VMs), and each VM is in charge of allocating 

and balancing the load by distributing VMs to hosts 

during load balancing across all servers. The task 

distribution problem is formulated as follows:  Let 

consider T = {T1, T2, T3,…,Tm} be the set of m Task 

provided by the user and VM = {VM1, VM2, 

VM3…,VMn} be the set of m Virtual Machine in cloud 

data center. Each VM resources: Memory, CPU and 

bandwidth. The goal is to schedule all tasks to running 

virtual machines in such a way that cloud users can 

complete their tasks in the shortest amount of time while 

maximizing resource utilization, i.e. user is expected to 

minimize makespan while cloud service provider is 

expected to maximize resource utilization. 

4. Proposed Methodology 

This section explains the proposed dynamic load 

balancing for task distribution problem using Bayesian 

model (LBBM). The Load Balancer (LdBr) and Virtual 

Machine Monitor (VMMr) are the two key components 

of this approach. The LdBr distributes user tasks among 

available VMs, while the VMMr analyzes the available 

VMs and sends the current status of each VM to the 

LdBr for task distribution. This solution uses a Bayesian 

Model to optimally allocate tasks to the selected VM, 

reducing the makespan and increasing resource 

utilization. Figure 2 shows the proposed framework.  

 

Figure 2 Proposed Architecture 

Let consider T = {T1, T2, T3,…,Tm} be the set of m Task 

provided by the user and VM = {VM1, VM2, 

VM3…,VMn} be the set of m Virtual Machine in cloud 

data center. Each task in T is represented by   

(         
        

         
 ) where Tid is the task id, 

Reqmi is requested Million Instructions, Reqcpu is 

requested amount of CPU and Reqmem is requsted amount 

of memory. Each VM in list is represented by    

(          
      

       
 ) and C indicates the capacity 

of VM. The binary mapping matrix of task distribution 

among VM is denoted as,  

      (   
                 

   
               

)          

     (1) 

Here, n is the total number of Tasks, m is the total 

number of VM and tdij = 1 if the task Ti is assigned to 

VMj. Otherwise, tdij = 0; Table 1 shows the symbols and 

notations. 

Notation Description 

Ti i
th 

Task 

VMj j
th 

VM 

     
        

         
  Million Instruction, 

CPU and memory 

(require) of i
th

 VM 

     
      

       
  Million Instruction 

per second, CPU and 

memory (capacity) 

of j
th

 VM 

   
  

  Expected execution 

time of i
th 

task on j
th

 

VM 

TETi Execution time of i
th 

Task 

RUj Resource utilization 

of j
th 

VM 

VMstate State of VM  

MS Makespan 

RU Resource utilization 

Table 1 Notation and Description 

The excepted execution time of i
th

 on j
th

 is 

computed as follows:  

   
  

 
     

 

     
                             

     (2) 

 The execution time of i
th

 task is calculated as 

follows: 
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The makespan is computed as  

                    

     (4) 

   

The Resource utilization is calculated as 

    
                          

  
    

     (5) 

The average resource utilization is computed as, 

      
∑    

 
   

 
     

     (6) 

Each VM can be in one of three states: over utilized 

(OU), underutilized (UU), or normal utilized (NU). A 

virtual machine is UU if its utilization is less than 20% 

of its capability, and it is OU if its usage exceeds 80% of 

its capability. Otherwise, it remains NU, as shown in the 

following equation. 

       
 

 {

                  

                  

                 

              

     (7)            

The VM is selected for task allocation based on the 

prior and posterior probability of each VM on the basis 

of Bayesian model. The prior probability of each VM is 

computed as, 

 ( |   )    
          

          
        

                        
                                                               

 (8) 

The posterior probability of VM is calculated as 

follows:  

 (   | )  
 ( |   )       

∑  ( |   )       
 
   

            

     (9)               

      

Here, the  (   )  
 

 
                                                                                               

(10) 

Algorithm-1 explains the proposed dynamic load 

balancing for task distribution. 

Algorithm-1 LBBM 

Input: Task T = {T1, T2, T3,…,Tm}, VM 

= {VM1, VM2, VM3…,VMn} 

Output: Optimal Task Distribution 

     , MS, RU 

Step01: For each i   m 

Step02:      For each j   n 

Step03:           Compute       
  

 using (2) 

Step04:      End For 

Step05:  End For 

Step06:  T1 is randomly allocated to VMj 

Step07:  While (Task    ) 

Step08:       Find        
 

  using (7) 

Step09:       Compute  (   | ) using (9) 

Step10:       Sort  (   | ) in descending 

order 

Step11:       For each j   n 

Step12:            if  Ti is suitable for VMj 

and VMj == UN or NU then 

 

Step13:                 Allocate Ti to VMj 

Step14:                 Break; 

Step15:            End If 

Step16:       End For 

Step17:       Update        
 

 

Step18:  End While        

Step19:  Compute MS using (4) 

Step20:   Compute RUavg using (6) 

 

 

5. Result and Discussion 

This section explains the performance evaluation of the 

proposed LBBM. CloudSim 3.0 was used to simulate 

and analyse the suggested approach. It is an open-source 

toolset for simulating cloud computing environments. It 

was created in the CLOUDS lab at the University of 

Melbourne's department of computer and software 

engineering [14]. The CloudSim toolkit includes primary 

classes for defining data centres, virtual machines 

(VMs), applications, users, calculating resources, and 

policies for managing various system components (e.g., 

scheduling). 

Type Parameters Value 

 

DataCenter 

Number of Data 

center 

1 

Number of Hosts 1 

 

Virtual 

Machine 

(Resources) 

Number of VMs 5-100 

MIPS 500-5000 

VM 

memory(RAM) 

512-4096 

(MB) 

Number of PE per 

VM 

1-8 

Task Number of Tasks 10-100 

Table 2 Simulation Settings 

The proposed work is evaluated through two metrics: 

Makespan and Resource utilization. This  approach is 

compared with Souravlas et al., [16] (MPM) approach. 

Table 3 shows the makespan comparison. 
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No of Tasks 

Makespan (Sec.) 

MPM LBBM 

10 125 80 

20 153 112 

30 248 190 

40 325 242 

50 400 306 

Table 3 Makespan Comparison 

Figure 3 shows the comparison of makespan for different 

number of tasks. From that result the proposed approach 

has reduced makespan compared to MPM approach. 

When increasing the number of task the makespan also 

increased. 

 

Figure 3 Comparison of Makespan for different number 

of Tasks 

 

No of Tasks 

Resource Utilization (%) 

MPM LBBM 

10 60 72 

20 65 79 

30 69 82 

40 72 85 

50 75 89 

Table 4 Resource Utilization Comparison 

Figure 4 shows the comparison of resource utilization for 

different number of tasks. From that result the proposed 

approach has increased resource utilization compared to 

MPM approach. 

 

Figure 4 Comparison of Resource Utilization 

Numerous load-balancing techniques have been 

proposed for distributed, grid, and cloud settings. 

However, each offers unique benefits and downsides. In 

the present investigation, a load balancing strategy based 

on the Bayesian model was used. The study's purpose 

was to adequately allocate the task among the resources 

so that none of them remained overloaded or 

underloaded. The status of each resource was calculated 

for this purpose, and load balance was maintained.  

6. Conclusion and Future Work 

Load balancing is critical and yet neglected in the cloud 

computing context. It is frequently often used an 

effective task scheduling mechanism to balance out the 

system's unbalanced load distribution. To properly use 

resources and minimize the makespan, an efficient load 

balancing solution is required. In relation to the 

aforementioned goal, this work presents dynamic load 

balancing using a Bayesian model. The two components 

Load balancer and Virtual machine monitor are 

efficiently distribute the tasks among VMs based on the 

VM current state and probability of VM usage. The 

simulation results shows that the proposed load 

balancing approach reduce makespan and increase 

resource utilization. 

In the future, meta-heuristic-based solutions for the load 

balancing problem with task migration and VM 

selection could be addressed. This issue could be solved 

by introducing more tasks and virtual machines with 

hybrid model. 
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