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Abstract: A wide range of advantageous features, including resource pooling, rapid elasticity, approximated services, on-demand self-

services, and more, have made cloud computing extremely popular. But distributing resources securely among users with better 

authentication and privacy is a difficult problem in cloud networks. Thus, for the equitable exploitation of storage resources, an effective 

cloud resource design is suggested in this work. The information is kept up to date, organized, and available to authorized users with 

enhanced allocation properties that remove internal dangers. By supplying a unique storage key, the Optimized Data Stack (ODS) 

encryption technique locates the right storage site and efficiently allocates resources. The suggested method gives users immediate access 

to storage sites while offering high privacy and enhanced secrecy. Using Visual C#, the simulation is run, and the results show that the 

suggested method allocates resources quickly while making effective use of cloud server storage. 
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1. INTRODUCTION 

The information technology (IT) sector and a number of 

companies, such as youtube, dropbox, amazon are 

greatly impacted by cloud computing. These companies 

work hard to provide more cost-effective, secure, and 

efficient cloud services. Moreover, in an effort to 

optimize the benefits of cloud computing, IT companies 

are rebuilding their business services [1].Compute-

intensive applications in cloud computing require more 

processing and memory capacity than networking 

resources. Furthermore, relative to processing power, 

network-intensive applications demand more networking 

bandwidth, which could result in unexpected traffic in 

the cloud system [2]. 

Some cloud applications require on-demand resource 

allocation from cloud service providers in order to 

handle unexpected spikes in incoming user traffic. In 

order to meet various needs, cloud service providers 

must effectively allocate and provision resources in the 

data center. Through the aid of the migration process, 

enterprise cloud systems' efficient resource allocation 

helps enterprises boost their returns on investment 

[3].The term "resource allocation and provisioning" in 

cloud systems describes the gathering, application, and 

run-time administration of hardware and software 

resources. Estimating the precise amount of resources 

required for the completion of a given workload in order 

to enhance resource utilization and provide financial 

benefits while also improving user experience with the 

application is a major challenge in resource provisioning 

of cloud service providers [4]. 

However, in a cloud environment the resources, like 

CPU, storage, and bandwidth, are diversified. To tackle 

this, multidimensional approaches are adopted for 

resource allocation. A multidimensional resource 

allocation is not potent in huge solution space as well as 

demands the utilization of a heuristic algorithm. In 

addition, these allocation schemes estimates the 

resource’s average unit price with the classification of 

resources considering user demand. Anyway, multi-

dimensional allocation concepts faced serious problems 

because of the absence of incentives and fairness [5]. 

Moreover, dynamic resource allocation is used, which is 

particularly laborious in an online setting where 

decisions must be made quickly to achieve the long-term 

objective of reducing allocation and reconfiguration 

expenses over time. Despite forecasting the workload or 

resource pricing in the future, a resource allocation 

decision must be made for the current time period while 

handling workload flash crowds [6]. By efficiently 

allocating computational and network resources, these 

allocation strategies lower the overall system latency. 

They choose the right node and network element pair 

that can process the current task to a satisfactory degree 

while minimizing the total delay, taking into account the 

system and network link load conditions at the time [7]. 
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However, migrating legacy software to the cloud can be 

challenging. Doubts have been raised if the cloud users 

can trust the cloud networks to protect the data and if it 

can avoid the unauthorized exposure of sensitive or 

private information. Moreover, the cloud networks can 

suffer from threats affecting the security [8]. Therefore, 

the adoption of the cloud-based security techniques is 

mandatory. To address this issue, the security of the 

cloud network can be assured with a trusted concept. 

Several existing methods analyze the trust concepts with 

respect to the security of the cloud networks [9]. 

In the existing security control model, the cloud can only 

assume the data category a user will output as well as 

utilize in functional stage of the cloud service; hence, the 

cloud is not aware of the extra security necessities as 

well as security controls adopted for safe guarding user’s 

data. Users should know the variations in security 

assessment of the cloud, specifically with the demand to 

possess transparent view in the cloud service attained 

[10].The cloud should provide security as well as 

availability of their data and services, and demonstrate 

compliance with present security concepts. Estimating 

the security of cloud is a tedious process yet it provides 

speeding up the cloud adoption functioning by offering 

sufficient as well as transparent information regarding 

security of the provided services to customers and 

supporting their comparison in decision making process 

[11]. 

For providing security in cloud networks, it is important 

to store as well as exploit outsourced data in a secured as 

well as potent way. To protect data privacy as well as 

control, data is generally encrypted before outsourcing, 

resulting in challenging effective utilization. 

Specifically, indexing as well as searching the 

outsourced encrypted data is a serious issue [12].Hence, 

it is necessary to introduce a privacy aware 

authentication procedure that permits users for accessing 

different services from specific service providers by 

utilizing single private key or password [13].Several 

privacy-preserving public auditing protocols for 

regenerating-code-based cloud storage were proposed 

but they do not provide improved security features i.e., 

the proxy surrogated by data owner may forge an 

authenticator for any data block, which is evidently 

beyond the proxy’s allowable capability [14]. Therefore, 

it is necessary to build an effective cloud model which 

ensures the secured access as well as transmission of 

data, and provides privacy protection for data 

information [15]. 

In this paper, a secured resource allocation is proposed in 

cloud which provides high throughput and improved data 

confidentiality. An efficacious Optimized Data Stack 

(ODS) algorithm is utilized which consumes minimal 

time as well as efficient storage. 

2. PROPOSED METHODOLOGY 

The proposed architecture is based on the group cloud 

model, which includes a set of organizations. Cloud 

architecture is a model in and committed users 

throughout the network on demand or prompted action. 

It requires an efficient allocation of data with improved 

classification and distribution property. An effective 

cloud resource architecture is suggested as a solution. 

The main elements of the suggested cloud resource 

architecture are shown in Figure 1. 

 

Figure 1: Proposed cloud resource architecture 

The proposed architecture comprises of the following 

components, 

a) Virtual Machine Observer (VMO) 

b) Data atomization 

c) Allocator 

d) Physical storage unit (PSU) 

e) Virtual machine disks 

 

Virtual Machine Observer (VMO) 

The physical cloud storage units are regulated by the 

VMO to monitor the storage abilities of each VMs inside 

the physical storage units. The information about the 

consumption of data are gathered by VMV and send to 

the control unit. The information consists of the available 

storage capacity. 

Data atomization 

The data to be stored in the virtual machine disks in the 

PSU are atomized into stacks as shown in figure 2. This 

atomization process is performed by considering the 

parameters like the number of data stack, size of each 

data stack as well as storage area in the data center. Each 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(21s), 2333-2337|  2335 

data package received by atomization is of dynamic size. 

 

Figure 2: Atomization model of the proposed system 

Allocator 

The allocator performs the allocation of data packages 

and this allocation corresponds to the physical storage 

unit. The allocator efficiently allocates the incoming data 

into the PSUs. The PSUs are combined together to form 

a common storage for incoming data and is further 

divided into virtual blocks for the redirection of data 

stacks. The data to be saved in the cloud storage is 

allocated depending on its size to equal the storage size. 

The advantages of this efficient resource allocation are 

given as follows: 

a) Increased throughput due to the evenness in the 

data storage 

b) It adopts time sharing as well as parallel 

computing property and hence the cloud 

resource allocation with large number of users 

is possible offering minimal congestion. 

c) The data stacks are located directly by the user 

utilizing specific storage passwords. The 

storage locations of the data stacks are unaware 

and this results in secured allocation and storage 

of data. The proposed architecture offers high 

security by providing improved data 

confidentiality and privacy due to the placement 

of data stacks in separate hardware of the cloud 

network. 

Proposed Technique: Optimized Data Stack  

The resource allocation in cloud networks can be 

efficiently performed by adopting an encryption 

algorithm. Hence, an Optimized Data Stack algorithm 

(ODS) is proposed which performs efficient allocation of 

data. The basic operations of the proposed ADS 

algorithm are given below, 

a) The data is evenly distributed along the storage area 

which reduces the overload condition. 

b) It accurately identifies the data size and searches 

the appropriate storage location which consumes 

less time in data allocation. 

c) The users will be provided with individual storage 

key which in turn improves the data integrity level 

much better than previous ones. 

d) The algorithm offers high confidentiality by 

enabling the direct access of storage locations by 

user. The data is not stored completely in a single 

location, instead the user’s key divides the data into 

data stacks and stores it across the storage units. 

This improves the privacy of an individual’s 

information in the cloud networks. 

The step by step sequence for the proposed 

algorithm is given below, 

Input: UKEY User key 

            UD User data 

Output: DLOC Data stack location 

             NU Number of units 

               TTime taken for data storage 

1) Initial N0, Dstacks[], UnitCountalloc0, 

Unitallocnull 

2) Load UD 

3) NGENERATINGNUMBEROFSTACKS

(UKEY) 

4) DstacksATOMIZATION(N,UD) 

5) For each d Dstacks 

6) UnitallocALLOCATIONALGORITHM(d

) 

7) Add d location into DLOC 

8) UnitCountalloc+ + 

9) End for 

10) NUUnitCountalloc 

11) Return DLOC, NU, T 

Generating the number of stacks: 

Input: UKEY6 digit user key 

Output: NstacksNumber of stacks 

1) If UKEY= 6 digit then return null 

2) Initial Dbinary0, Dlist[],Dcrossover[] 

3) NewKEYSUBTRACT(α,UKEY) /*α is the 

higher value formed from 6-digit*/ 

4) JobcodeRANDOM(MIN,MAX) 

5) NewKEYADDITION(NewKEY,Jobcode) 

6) DlistTOLIST(NewKEY) 

7) DcrossoverCROSSOVER(β,Dlist) /*Number of 

crossover operations on the mutated Dlist*/ 

8) DbinaryCONVERT2BINARY(Dcrossover) 

9) NstacksNUMBEROFONES(Dbinary) 

10) Return Nstacks 

Allocation Process: 
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Input: Dstacks 

Output: DLOC 

1) Initial N0,PSstorage pool, Unitallocnull 

2) Divide PS into ρ blocks 

3) CρGENERATECLASSTYPE(Dstack,ρ) 

4) UnitallocSELECTBINCLASS(Cρ) 

5) Return Unitalloc 

Thus the proposed algorithm follows a unique approach 

for allocating units in the cloud network. The allocation 

performed consumes minimal time and adopts the 

storage in an efficient manner. 

3. EXPERIMENTAL RESULTS 

The overall simulation package is a typical collection of 

classes generated to do sequential processes to obtain the 

desired goal. Each class denotes the components in our 

designed architecture. The important components are, 

a) Allocation unit 

b) Control unit 

c) Machine manager unit 

The other integral portion of this architecture is the 

incoming storage demands from the clients of the cloud. 

The data is to be stored in the cloud storage server so that 

there occurs no extra depletion in resources offering 

secured allocation. The simulation results indicated that 

less number of units are utilized and the time consumed 

by the algorithm to allocate data is much less compared 

to other existing algorithms. The figure below indicates 

the time consumed by the proposed approach for 

allocating the VM data of users in the cloud storage 

location. When compared to the existing approaches like 

first fit algorithm, best fit algorithm, the proposed 

algorithm showed efficient results. 

 

Figure 3: Comparison of time consumption 

The figure below depicts the utilization of resources by 

the number of units used to allocate the data. The 

proposed approach revealed efficient results in terms of 

allocation when compared to existing approaches. 

 

Figure 4: Comparison of resource allocation 

The table below shows the number of servers utilized by 

the first fit algorithm, best fit algorithm and the proposed 

algorithm. It clearly indicates the efficient utilization 

property of the proposed approach. 

 No. of 

servers in 

first fit 

algorithm 

No. of 

servers in 

best fit 

algorithm 

No. of 

servers in 

ADS 

algorithm 

100 999 791 586 

200 1966 1597 1233 

400 4014 3214 2413 

600 5963 4083 3641 

800 7899 6450 5000 

1000 10049 7109 6289 

Table 1: Number of servers 

From the table it is clear that even though the number of 

users increased from 100 to 1000, the count of servers 

adopted by the proposed approach is minimum when 

compared to existing ones. The comparison graph of the 

proposed algorithm with the existing ones is shown 

below 

 

Figure 5: Comparison of the number of servers 
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Thus the proposed algorithm provides robust security 

with enhanced data confidentiality, privacy as well as 

integrity and allocates the resources among cloud users 

in an efficient manner. Due to the atomization of data 

into stacks in this approach, even access of data is 

attained without overloading issues. 

4.CONCLUSION 

Efficient resource allocation with improved privacy and 

data confidentiality is a serious concern in cloud 

networks. In this paper, a resource allocation architecture 

is introduced for even utilization of resources eliminating 

internal threats. An efficient Optimized Data Stack 

algorithm is proposed which adopts an exclusive concept 

for unit allocation in cloud networks. The functioning of 

the algorithm is simulated in Visual C# and the results 

demonstrated that the proposed approach consumed less 

time utilizing better storage. Future works may 

concentrate on the operation of the proposed approach in 

real time cloud networks. 
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