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Abstract: Face liveness detection is the first step of the entire face detection technology, and it is critical to system security when using 

face identification technology. Biometrics has become a fascinating yet tricky field in the past ten years. Although one of the most 

hopeful biometrics methods is facial detection, it is susceptible to fake attacks. To shield biometric verification systems from false 

assaults using printed photographs, video recordings, etc., many academics concentrate on facial liveness detection. As a result, the 

Coalesced Multi Task Convolution Neural Network (Coal_MTCNN) is used in the present research. The appropriate characteristics are 

first compressed and extracted from the leftover with the attention layer using dimensionality reduction before being sent to the encoder. 

The encoder uses the residual network design to maximize model size. Three distinct convolutional layers merge concurrently in the 

centre of each residual network to gather extra information. The encoder is upsampled in the decoder to translate the input images pixel 

for pixel into the segmented output. The residual Attention Network is constructed explicitly by layering attention modules that produce 

attention-aware characteristics. The proposed Coal_MTCNN is examined regarding various factors on two datasets, including FDDB and 

WIDER FACE. It is discovered that it obtains 99.6% accuracy for FDDB and 98% accuracy for WIDER FACE. 
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1. INTRODUCTION 

Biometric verification has repeatedly beaten standard 

password-based security methods [1]. In ancient days, 

personal identity was restricted. Currently, biometrics 

and computer vision can identify individuals without 

using documents or other identifying features [2]. Instead 

of using a person's connections, possessions, or private 

information to recognize them, biometrics can be used. 

With the help of modern technology, we were able to 

create fingerprints that greatly facilitate the identification 

and confirmation of people. , in response to the need for 

precise and machine-based identity. Written I.D.s have 

been replaced by biometric I.D.s, which can prove "who 

you are" without requiring a card or other piece of paper 

[3]. An essential stage in giving approved people access 

to the resources is verification. Conventional verification 

methods, such as PIN, card, and password combinations, 

cannot differentiate between genuine users and imposters 

who illegally gained entry to the system [4]. There are 

many possibilities for missing the PIN or password, 

misplacing, or losing the card. A biometric system is a 

tool that makes it possible to identify people 

automatically. The biometric identification method is 

user-friendly, so there is no need to remember a 

passcode, card, or PIN [5]. A biometric method called 

facial detection uses characteristics from a person's 

visage and matches them to information about others in a 

recognized image collection. Different approaches to 

facial detection have been created by researchers, who 

also overcame challenges like conflicting lighting, 

perspectives, and facial expressions[6].In the last ten 

years, it has expanded very quickly. It has been used in 

various industries, including purchases, facial detection 

in attendance systems, mobile device identification, 

investigations, and security access [7]. Face spoofing is 

one of the issues that coders encounter when installing a 

face detection system. When an intruder attempts to get 

past a facial detection system, that is called face spoofing 

[8]. The most well-known Face spoofing techniques 

involve printed pictures, videos, and 3D masks, which an 

assailant can use to obtain unauthorized access to a 

person with authorization and circumvent facial 

detection technology. One of many techniques used to 

stop facial spoofing assaults is face liveness detection. 

Since biometrics and passwords are the most popular 

security measures, facial liveness sensing is a 

comparatively novel technology [10]. However, many 

businesses must identify facial spoofing to stop any 

unauthorized entry to their networks. Intruders can be 

fooled into thinking they are a trusted staff member by 

holding a photo of a staff member in front of a security 

camera. Access to the images of real people is one of the 
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security system's functions. Consequently, identifying 

liveness in the Face will be crucial in avoiding Face 

spoofing assaults [10]. Due to this, the following are the 

accomplishments of this work: 

 To build a residual attention network using 

several attention modules. The actual implementation of 

the split focus strategy is the layered structure. As a 

result, various attentional patterns can be recorded in 

various attention modules. 

 We can use this structure to create an end-to-

end trainable network with top-down attention by 

simulating rapid bottom-up feedforward and top-down 

attention feedback in a singular feedforward process. In 

contrast to the traditional symmetric strategy used by the 

earlier approaches, we present an asymmetric encoder-

decoder network in the merged model to reduce the 

model size further. 

Existing works are briefly discussed in Section 2, the 

suggested strategy and methods are outlined in Section 3, 

and evaluation outcomes and discussion are presented 

and discussed in Section 4. The paper concludes with a 

summary and suggestions for future study in Section 5. 

2. RELATED WORKS 

According to the authors' understanding, surprisingly 

few comprehensive literature review articles discuss 

facial liveness detection. The suggested model in [11] 

uses Face mesh to find and identify faces. Face mesh 

allows the model to function under various 

circumstances, including changing backdrop and lighting 

conditions. The model can also handle non-frontal 

pictures of both sexes, regardless of their age or 

ethnicity. This yields a precision of 94.23%. Using the 

multi-task cascade neural network (MTCNN), a facial 

detection and classification system for illegal identity is 

created [12]. This technology will be able to identify 

offenders' features in real time and instantly discover 

their identities. The obtained precision is 86%. The 

quality evaluation is approached as a classification issue 

in [13], emphasizing challenging examples close to the 

categorization limit. 

About this, paired binary quality pseudo-label is 

produced based on the facial similarity score alone, 

achieving 94% accuracy. With the help of image pairs, a 

deep Siamese network was trained [14]. Two real facial 

pictures or one real and one fake face image make up 

each image combination. The customer whose visage is 

represented in each set of photos. Joint Bayesian, 

contrastive, and softmax loss are used to train the deep 

Siamese network. It is suggested in [15] to use deep 

learning to implement an electronic polling system with 

facial detection. The anonymous signing method and 

blockchain technology are used to complete the voting 

procedure. The primary goal of the suggested plan is to 

examine the advantages of security and safety in an 

online polling system. The VGG-16 design created a 

patch-based convolutional neural network (CNN) with a 

deep component for face liveness detection for security 

improvement [16]. The method was examined using the 

REPLAY-ATTACK and CASIA-FASD databases. The 

findings show that, with decreased HTER and EER 

ratings of 0.71% and 0.67%, our method generated the 

outcomes for the CASIA-FASD dataset. As long as 

balanced and minimal HTER and EER values of 1.52% 

and 0.30% were maintained, the proposed strategy 

generated consistent findings for the REPLAY-

ATTACK dataset. The lightweight convolutional neural 

network (CNN) architecture introduced in [17] is 

intended to identify features of persons in mines, 

avalanches, underwater, or other hazardous 

circumstances when their Faces may not be readily 

visible against a nearby backdrop. 

No current comprehensive study concentrates on 

previously unknown presentation assault identification 

difficulties and issues. The present comprehensive 

literature analysis needs a complete assessment based on 

openly available datasets and concentrates on a specific 

subject, such as deep learning-based methods. The 

literature also needs a comprehensive analysis of the 

techniques for reliable and successful facial anti-

spoofing systems. 

3. SYSTEM MODEL 

Initially, two datasets, such as FDDB and WIDER 

FACE, are adopted for face identification, and AFLW is 

adopted for face alignment. These datasets are pre-

processed using linear image transform and modified 

adaptive thresholding technique. Then, feature extraction 

uses a Residual network with an attention mechanism. 

After feature extraction, face liveness is detected using a 

Coalesed Multi Task Convolution Neural Network. 
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Figure-1 Overall architecture for face liveness detection 

3.1 Pre-processing of images 

Monotonic variations in the face picture are the most 

significant events that modify the outcomes of the facial 

detection program. One of these changes—illumination 

variation—shifts the image's pixel luminance, which 

alters the pixel difference, or        .   

Here, we used modified adaptive thresholding (ADT) to 

switch out the zero thresholding for the pixel difference 

with an adaptive function, as is illustrated in the 

following example: 

    
  {

                        

                       
           

 (1) 

Here,  and   stands for the number of pixels and block 

number, respectively, and the term "          " is the 

adaptive threshold function. In our suggested approach, 

the block dimensions and counts are determined.  

However, the threshold adjusts to the local and 

worldwide information of the blocks and the picture. To 

have both robust and sensitive characteristics, we found 

the threshold function on the cumulative density function 

(CDF) of the Gaussian distribution function, as shown 

below: 

      
 

 
            

  

 √ √|    |

   where,           

   (2) 

Where   is the total number of picture blocks,   and   

are the global mean and standard deviation, and    and    

are the mean and standard variation for each image 

frame.        defines the error function as follows: 

       
 

√ 
∫      

 
     (3) 

3.2 Feature extraction using Residual network 

To accomplish multi-pose facial image recognition, a 

laser 3D scanning method is used to record the image of 

the subject's Face in various poses; this data is then 

merged with image imaging technology to determine the 

subject's biological features. Considering that the 

gathered multi-pose facial image has texture information 

and pixel feature components stored as    

            and                       . The gray 

pixel values of the multi-pose face image are stored as 

                    the multi-pose facial image's 

border features are broken down using the fuzzy feature 

recognition technique, and the edge pixel values 

are                      . To derive features from 

multi-pose facial pictures, it is necessary to identify four 

kinds of points: solitary points, ends, straight points, and 

branching points. To address many issues, we suggest 

attention to residual learning. If a soft mask unit can be 

constructed as a specific mapping, as shown in fig. 2, its 

performance shouldn't suffer compared to its unattended 

counterpart. This idea is similar to that of residual 

learning. 

FDDB and WIDER 

FACE –face 

identification 

AFLW-face alignment 

Pre-processing of images using  

 linear image transform 

 modified adaptive 

thresholding (ADT) 

technique 

Feature extraction using a Residual 

network with an attention 

mechanism 

Face liveness detection using 

Coalesed MTCNN 

 Accuracy 

 Precision 

 Recall 

 F1-score 
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Figure-2 Residual network with an attention mechanism 

As a result, we make the following adjustments to the 

Attention Module's output R:  

        (         )            (4) 

    is in the interval [0, 1], and while its approximation 

function,     , is close to zero, its reconstruction 

function,     , will be close to the characteristics of the 

original,       T The term "attention residual learning" 

describes this strategy. The residual learning we present 

here, which we call attention-stacked residual learning, is 

unique. An approximation of the residual function, 

       , is used in the original ResNet's formulation of 

residual learning as                  . The 

characteristics produced by deep convolutional networks 

are denoted by the formula        . We have the answer 

in our disguise of a tree's branches        . 

They serve as feature evaluators, enhancing positive 

characteristics and muzzling undesirable ones. Increasing 

the density of the suggested Residual Attention Network 

can reliably enhance performance using attention 

residual learning. After only a few Residual Units, max 

pooling is applied several times from the input to expand 

the receptive field quickly. The worldwide information is 

then enlarged by a balanced top-down design to direct 

input features in each location after achieving the lowest 

resolution. Upsampling the result using linear 

interpolation after a few residual units. Maximum 

pooling equals the number of bilinear interpolations to 

maintain the output size constant with the input feature 

map. After two successive     convolution layers, the 

output range is normalized to [0; 1] by a sigmoid layer. 

We also inserted jump links between the bottom-up and 

top-down sections to include data from various 

dimensions. In our research, the focus offered by the 

mask branch adapts to the characteristics of the stem 

branch. However, by altering the normalization phase in 

the activation function before the soft mask output, 

constraints to focus can still be introduced to the mask 

branch. 

We employ three activation functions to depict the three 

types of attention—combined, channel, and spatial. Use 

a basic sigmoid for each channel and geographic location 

when using mixed attention         without additional 

restrictions. To eliminate spatial information, channel 

attention        conducts    levelling across all 

channels for each spatial location. Spatial focus      

conducts normalization within each channel's feature 

map before applying a sigmoid to obtain a soft filter 

containing only spatial information. 

      [    ]
 

 

             
   (5) 
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 (7) 

where covers all channels, and   covers all spatial 

locations. The terms       and      indicate the feature 

map's mean and S.D. value from the c-th channel, 

respectively. The feature vector of the ith spatial location 

is denoted by   . 

4. FACE LIVENESS DETECTION 

Attackers who use photos, videos, or even 3D masks can 

fool the facial detection system when they engage in face 

spoofing. Regardless of the spoofing technique, the 
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attacker's sole objective is to make the facial detection 

system think the attacker is one of the system's clients. 

Face detection technology typically presents an accurate 

facial picture of its customers. We suggest a facial 

liveness detection technique based on client 

identification in light of the abovementioned finding. 

The foundation of our approach is depicted in Fig. 3. 

 

Figure-3 Architecture of  Coalesced network 

We present a kernel with a Coalesed convolution block, 

which ResNet designs imprudently initiated, as the 

central component of our network. The projection-

receptive projection patterns with skip connections make 

up the RCC module. While the receptive section 

comprises three merged distinct convolutional layers, the 

projection portions are achieved by 1 X 1 convolution.  

Let   
       be the     c convolution kernel and let 

  
      be the n-dimensional input of the merged 

convolution. The converged convolution's equivalent 

feature output can be represented by 

     
      

      
         (8) 

Where the broader convolution with the dilation factor 

    is the final component, three steps comprise the 

complete encoder, and each level comprises five 

components. The standard convolution employs a centre 

of 3 X 3. The dilated convolutions' dilation factors vary 

from 2 to 32, while the values for the uneven kernels are 

5 and 7. A batch   and a parametric rectified linear unit 

(PReLU) activation layer are inserted between the 

convolutional process inside the RCC modules. After 

that, we add a drop-out layer for regularization after 

RCC modules. The same RCC components used to build 

the encoder are used to build the decoder, except that a 

deconvolutional layer has been added instead of the 

merged convolutional layer, and there are fewer steps 

entirely. The motivation for this configuration is that the 

encoder should perform most of the image identification. 

The decoder's only responsibility is to upsample the 

encoder's output and correct the specifics. An ultimately 

linked convolutional (            layer is added behind 

the encoder to execute pixel-wise mapping. In summary, 

Table 1 displays the RCC-Net configuration with 3-

channel input images and 11 face images. Table 1 

provides a brief overview of the suggested network's 

RCC-Net setup, which includes three-channel input 

pictures and eleven facial image classifications. 

Table-1 network configuration 

stages convolution 

 Ordinary Asymmetric dilated 

input  4*245*369  

Encoder 1 5*5 12*325*240 4*57 
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Encoder 2 5*5 5*2;2*3 72*57 

Encoder 3 5*5 8*2;2*5 8*45 

Decoder 1 3*3 6*3deconv  

Decoder 2 3*3 7*3 deconv  

Full conv  45*23*124  

 

4.1 Performance analysis 

Accuracy, precision, recall and F1-score were selected as 

the parameters for analysis. The proposed Coal_MTCNN 

is compared with three standard methods, namely Face 

mesh [11], MTCNN [12], and LightQNet[13], based on 

these parameters. 

4.2 Dataset description 

 A standard collection for facial detection is called 

WIDER FACE Dataset. With a high degree of 

diversity in size, posture, and shadowing, as shown 

in the example pictures, we select 32,203 images 

and identify 393,703 features. The 61 event types 

were used to arrange the WIDER FACE dataset. 

We arbitrarily choose 40%, 10%, and 50% of the 

data for each event type to serve as training, 

confirmation, and testing groups [18]. 

 Faces from the Faces in the Wild dataset are 

included in the Face Detection Dataset and 

Benchmark (FDDB) dataset. There are 5171 facial 

notes in total, and the pictures range in quality, e.g. 

363x450 and 229x410 [19] 

 

 

Figure-3 comparison of accuracy for the FDDB 

dataset 

 

Figure-4 comparison of accuracy for the WIDER 

FACE dataset 

 

Figures 3 and 4 depict the accuracy evaluation. When 

analyzing the FDDB dataset, the existing face mesh, 

MTCNN and LightQNet achieves 94.23%, 86% and 94% 

accuracy. In contrast, the proposed Coal_MTCNN 

achieves 99.6%, which is 2.43%, 13.6% and 5.6% better 

than the aforementioned existing methods; when 

analyzing the WIDER FACE dataset, we can see that the 

existing method achieves 95%, 87%,93.8%. In contrast, 

the proposed Coal_MTCNN achieves 98% of accuracy, 

which is 3%,11% and 5.8% better results. 
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Figure-5 comparison of precision for the FDDB 

dataset 

 
Figure-6 comparison of precision for the WIDER 

FACE dataset 

 

Figures 5 and 6 depict the precision evaluation. When 

analyzing the FDDB dataset, the existing face mesh, 

MTCNN and LightQNet achieves 89%, 84% and 79% 

precision. In contrast, the proposed Coal_MTCNN 

achieves 91%, which is 2%, 7% and 12% better than the 

aforementioned existing methods; when analyzing the 

WIDER FACE dataset, we can see that the existing 

method achieves 87%, 89%,84%. In contrast, the 

proposed Coal_MTCNN achieves 92% precision, 5%,3% 

and 8% better results. 

 

Figure-7 comparison of recall for the FDDB dataset 

 

Figure-8 comparison of recall for the WIDER FACE 

dataset 

Figures 7 and 8 depict the recall evaluation. When 

analyzing the FDDB dataset, the existing face mesh, 

MTCNN and LightQNet achieves 78%, 77% and 79.3% 

of recall. In contrast, the proposed Coal_MTCNN 

achieves 85%, which is 7%, 8% and 6.3% better than the 

aforementioned existing methods; when analyzing the 

WIDER FACE dataset, we can see that the existing 

method achieves 79%, 78.4%,77%. In contrast, the 

proposed Coal_MTCNN achieves 89% of recall, 

10%,11.4% and 12% better results. 
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Figure-9 comparison of f1-score for FDDB dataset 

 

Figure-10 comparison of f1-sore for the WIDER 

FACE dataset 

Figures 9 and 10 depict the f1-score evaluation. When 

analyzing the FDDB dataset, the existing face mesh, 

MTCNN and LightQNet achieves 87%, 89.5% and 85% 

of the f1-score. In contrast, the proposed Coal_MTCNN 

achieves 92%, which is 5%, 3.5% and 7% better than the 

aforementioned existing methods; when analyzing the 

WIDER FACE dataset, we can see that the existing 

method achieves 81%, 84%, and 82%. In contrast, the 

proposed Coal_MTCNN achieves 93.2% of f1-score, 

12.2%,9.2% and 11.2% better results. 

 

Table- 2 Comparison of existing and proposed methods for the FDDB dataset 

method Accuracy (%) Precision (%) Recall (%) F1-score 

(%) 

Face mesh [11] 94.23 89 78 87 

MTCNN [12] 86 84 77 89.5 

LightQNet [13] 94 79 79.3 85 

Coal_MTCNN 

[proposed] 

99.6 91 85 92 

 

Table- 3 Comparison of existing and proposed methods for the WIDER FACE dataset 

method Accuracy (%) Precision (%) Recall (%) F1-score 

(%) 

Face mesh [11] 95 87 79 81 

MTCNN [12] 87 89 78.4 84 

LightQNet [13] 93.8 84 77 82 

Coal_MTCNN 

[proposed] 

98 92 89 93.2 

CONCLUSION 

Face liveness detection has been integrated into many 

security systems to prevent face fraud. The suggested 

Coal_MTCNN method attained a level of precision that 

is generally satisfactory. The feature extraction and 

detection stages comprise the first two phases of the 
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system. We exceed the current state-of-the-art techniques 

by achieving high-quality findings on facial liveness 

detection with a comparatively small model size by 

merging numerous convolutional layer types and 

stacking them in a deep residual network structure. 

Future research focuses on using ensemble convolution 

neural networks to increase accuracy and compute 

performance. 
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