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Abstract Objective:Theproposed method aims to predict Rheumatoid Arthritis (RA) disease using Deep Learning Techniques. 

Methods: A new technique called Frost Denoised Regressive Feature Extraction-based Relevance Vector Classification (FDRFE-RVC) 

has been introduced. The FDRFE-RVC technique performs three key processes: image denoising, feature extraction, and classification. It 

first utilizes an Improved Frost Denoising Filter to enhance image quality and minimize the mean square error. Then, it applies the 

Michael Index DeFries-Fulker (MIDF) Regression to extract shape, color, and texture features.  

Finding: It uses Kernelized Relevance Vector Classification with the extracted features to predict the disease with greater efficiency. An 

experimental assessment of the FDRFE-RVC technique reveals a significant improvement in accuracy levels, achieving 95% accuracy 

and a reduced time of 42 milliseconds compared to the existing Novel Gaussian filtering and segmentation algorithm and HGWO-C4.5 

methods.  

Novelty:The FDRFE-RVC technique offers a promising solution for RA diagnosis with improved accuracy,enhanced image quality,and 

faster diagnosis times. The proposed FDRFE-RVC technique reduces disease prediction time by 36% and 24%, reduces the false positive 

rate by 6%, and increases disease prediction accuracy by 11% compared to the existing method. 

Keywords: Rheumatoidarthritis,chronicinflammatory,imagedenoising,improvisedfrost,denoising filter, kernelized relevance vector 

classification. 

1. Introduction 

Rheumatoid Arthritis often involves extra-articular 

organs, resulting in symptoms such as pain and swelling. 

In [1], a Novel Gaussian filtering and segmentation 

algorithm was introduced to eliminate unnecessary 

disturbances and partition the affected area of an image 

with greater accuracy. However, while the accuracy level 

was improved, the time consumption was not 

reduced.Another method for RA prediction, HGWO-

C4.5, which combined C4.5 with the hybridization of 

GWO and PSO, was introduced in [2], but it also did not 

reduce time consumption. Demographic and clinical 

information were combined in [3] to find the 

intervention. Precision medicine in RA aims at disease 

prediction and prevention. However, the computational 

complexity was not reduced. 

A study of Human leukocyte antigen (HLA)-DR tissue 

was conducted in [4] to find the severity of rheumatoid 

arthritis. HLA-DR recommended serum copper 

assessment significance in predicting RA disease. 

Disease activity score (DAS) and Health Assessment 

Questionnaire (HAQ) were used in [5] to investigate the 

relationship between RA and cardiovascular disease 

(CVD), and the hazard ratios were determined using Cox 

regression. However, HAQ did not reduce the error rate. 

The phenotype Knowledge Base (PheKB) algorithm was 

introduced in [6] to predict RA using computational 

phenotyping approaches. However, the algorithm had 

low sensitivity with positive RA cases for phenotyping.  

The RATING system was designed [7] to improve the 

clinical assessment of RA from ultrasound images, and it 

was introduced with deep learning to address real clinical 

problems. In [8], IPA was carried out to find enriched 

gene pathways, while DNCM-ICSA was introduced in 

[9] with an ensemble classifier to identify affected 

individuals. Additionally, a deep convolutional neural 

network was introduced in [10] for automated and fast 

scoring of X-ray images of patients.  

Techniques involving computational analysis, including 

Machine Learning, play a substantial role in genomics 

and healthcare. Modern methods for assessing gene 

expression, like microarray technology and RNA 

sequencing, generate vast volumes of data. 

Conventionally, statistical methods are employed to 

compare this gene expression data. Nevertheless, for 

more intricate tasks like classifying sample observations 
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or identifying significant genes, advanced computational 

methods are necessary. 

Nevertheless, the issues identified from the literature 

included higher time consumption, lesser accuracy, 

higher computational cost, higher computational 

complexity, higher error rates, and so on. To address 

these issues, a new technique called Frost Denoised 

Regressive Feature Extraction-based Relevance Vector 

Classification (FDRFE-RVC) Technique has been 

introduced.  

The main contributions of the FDRFE-RVC Technique 

are as follows:  

It is introduced to improve the prediction performance of 

rheumatoid arthritis disease in terms of accuracy. The 

technique utilizes an Improved Frost Denoising Filter to 

enhance image quality and MIDF Regression to extract 

shape, color, and texture features. Kernelized Relevance 

Vector Classification is performed with the extracted 

features to efficiently predict the disease, resulting in 

improved disease prediction performance with higher 

accuracy, lesser time consumption, and reduced error 

rates. The article is organized into five sections. Section 

2 discusses related works, while Section 3 explains the 

proposed FDRFE-RVC Technique, complete with a 

diagram. In Section 4, experimental evaluation is 

presented, including parameters such as accuracy, false 

positive rate, and time. Finally, Section 5 presents the 

conclusion. 

2. Related Works 

In a study aimed at forecasting relapse among 

rheumatoid arthritis (RA) patients, machine learning was 

employed, utilizing data from ultrasound (US) 

examinations and blood tests [11]. The XGBoost 

classifier was utilized for prediction, and it identified ten 

crucial factors, including microvascular imaging scores 

of the wrist and metatarsophalangeal regions, using the 

recursive feature elimination technique. The performance 

of this model exceeded that of traditional prognostic 

markers chosen by researchers. These findings indicate 

that machine learning can deliver precise predictions of 

RA relapse, potentially enabling personalized treatment 

strategies. 

[12] Explored various aspects relevant to gaining 

insights into the prevention of rheumatoid arthritis (RA). 

These aspects include discussions about the development 

of Pre-RA and its pathogenesis, the ability to predict the 

likelihood and timing of future RA diagnosis, and a 

comprehensive overview of both completed and ongoing 

clinical trials related to RA prevention.While new 

medications and strategies that aim for effective disease 

management have enhanced control over RA, many 

individuals still experience persistent symptoms and do 

not return to a symptom-free 'pre-RA' state. These 

challenges, in addition to the high costs associated with 

RA management, potential medication side effects, and 

increasing limitations in accessing rheumatology care on 

a global scale, highlight the potential benefits of 

preventive approaches for addressing RA. 

[13] Suggested a combined approach that incorporates 

the Complexity parameter, the harmonic fusion vector 

bispectrum (HFVB), and intrinsic time-scale 

decomposition (ITD). The outcome suggests that the 

HFVB method effectively integrates fault information, 

while the complexity parameter within the Hjorth 

parameter can act as the key parameter for selecting 

sensitive characteristic elements of rubbing faults. 

Utilizing this proposed method, the square demodulation 

spectrum of reconstructed signals can accurately and 

efficiently reveal the characteristics of rotor-stator 

rubbing faults and successfully classify the type of fault. 

In a [14] study, a novel approach was introduced for 

analyzing the medical history of patients with heart 

disorders. This approach included a new method for 

selecting and ranking features, specifically targeting 

highly informative features for early detection of 

Myocardial Infarction (MI). Since the contribution of 

various features varied, a combination of varying 

features (VCF) algorithms was proposed, and 

probabilistic principal component analysis (PPCA) was 

applied to enhance feature extraction. The resulting 

feature vectors underwent covariance analysis, and 

PPCA identified those vectors with the highest 

covariance. Consequently, both VCF and PPCA reduced 

the dataset's dimensionality, effectively addressing the 

issue of high dimensionality. Subsequently, the most 

significant features selected were subjected to multi-

linear regression (MLR) to identify tightly related 

combinations. 

[15] Gathered a variety of statistical and computational 

techniques employed in the examination of expression 

microarray data. Although these methods were 

deliberated within the scope of expression microarrays, 

they were also adaptable for scrutinizing RNA 

sequencing and quantitative proteomics datasets. The 

data generated by both microarray and RNA sequencing 

based on NGS underwent several quality checks before 

analysis. This data was subsequently transformed into a 

numerical matrix, with genes and samples being 

represented as rows and columns. 

[16] Examined the existing knowledge gaps and 

encountered technical and ethical challenges in the 

application of AI. Automated models had been 

extensively employed to enhance the diagnosis of RA 
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since the early 2000s, utilizing a diverse range of 

techniques, such as support vector machines, random 

forests, and artificial neural networks. AI algorithms had 

the potential to streamline the screening and 

identification of at-risk groups, diagnose through omics, 

imaging, clinical, and sensor data, detect patients within 

electronic health records (EHR) - a process known as 

phenotyping, assess treatment responses, monitor the 

progression of the disease, predict prognosis, discover 

new drugs, and elevate fundamental scientific research. 

Deep neural networks learned from extensive past 

experiences and had the potential to predict future 

disease activity, serving as clinical decision support. 

AdaptiveNet (AN), a newly developed adaptive recurrent 

neural network, was specifically designed to handle 

diverse and incomplete clinical data. [17] Examined 

AN's use in predicting individual disease activity in 

patients from the rheumatoid arthritis (RA) registry. AN 

demonstrated greater efficacy in forecasting numeric RA 

disease activity when compared to traditional machine 

learning approaches. It's worth noting that all models 

investigated had limitations in terms of low specificity. 

[18] Data from the electronic health record, comprising 

information on medications, patient characteristics, 

laboratory results, and previous assessments of disease 

activity, were organized. A longitudinal deep learning 

model was employed to forecast the disease activity for 

rheumatoid arthritis (RA) patients during their 

subsequent rheumatology clinic appointments. 

Additionally, the performance of the model and 

strategies for interhospital compatibility were assessed. 

Model performance was quantified through the area 

under the receiver operating characteristic curve 

(AUROC). RA disease activity was assessed using a 

composite index score. 

 

The existing method was found to have several 

limitations, including heightened time consumption, 

reduced accuracy, greater computational cost, increased 

computational complexity, and elevated error rates, 

among others. To overcome these challenges, a proposed 

technique, Frost Denoised Regressive Feature 

Extraction-based Relevance Vector Classification 

(FDRFE-RVC) Technique, was introduced. The FDRFE-

RVC Technique is aimed at enhancing the accuracy of 

RA disease prediction. The technique employs an 

Improved Frost Denoising Filter to improve image 

quality, and MIDF Regression to extract shape, color, 

and texture features. The extracted features are then used 

in Kernelized Relevance Vector Classification, resulting 

in improved disease prediction performance marked by 

heightened accuracy, reduced time consumption, and 

lower error rates. 

A high-performance PLSDA classification model was 

introduced in [19] for diagnosing RA patients. A 

personalized approach was introduced in [20] to achieve 

fast remission in every patient, with a designed approach 

employed to avoid disability and restore patients without 

redundant adverse effects in a cost-effective manner. A 

new framework was introduced in [21] for the evaluation 

of finger movement patterns in patients with RA. The 

designed framework employed a 3D hand pose 

estimation method to visualize 3D skeleton tracking 

results. A grading method was introduced in [22] for 

identifying the textural features of bone erosion, and a 

linear discriminant analysis (LDA) model was designed 

in [23] to forecast disease activity consistently with 

validated disease activity indices.  

An extracted bone surface with a joint-specific 

anatomical model was introduced in [24] for the coarse 

localization of the joint capsule region. A fully automatic 

method was introduced in [25] for joint location in RA, 

with the location detection process studied using image 

features of the joint region. A novel imaging method was 

introduced in [26] with a classification system for 

arthritic finger joints, which categorized the finger joints 

based on their inflammatory status. A two-variable 

model was introduced in [27] to study the interaction of 

anti-inflammatory cytokines. A new program that relies 

on improved user participation was studied in [28] for 

selecting assistive devices. 

3.  METHODOLOGY 
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Figure1.Structural Diagram of the Proposed FDRFE-RVC Technique 

Rheumatoid arthritis (RA) is a persistent autoimmune 

disorder characterized by joint inflammation." Drawing 

inspiration from this, a new method known as FDRFE-

RVC has been presented. This approach is designed to 

enhance the accuracy of diagnosing and managing 

rheumatoid arthritis. 

Figure 1 illustrates the structural diagram of the FDRFE-

RVC technique with three processes: preprocessing, 

feature extraction, and classification. Let us consider the 

knee image database „ ‟ and collect the number of knee 

images                 from the input database. Image 

denoising is performed using an improvised Frost 

denoising filter. Then, MIDF Regression is used to 

extract features from the input knee images. Finally, the 

classification process is carried out using a kernelized 

relevance vector machine. 

2.1 Improvised Frost Denoising Filter 

The image denoising process is carried out to improve 

the raw image quality. The image denoising process is 

employed for noise removal and contrast enhancement. 

The proposed FDRFE-RVC technique employs an 

Improvised Frost Denoisive Filtering process to maintain 

the image's sharpness after eliminating the noise. 

 

Figure 2.Structure of Improvised Frost Denoisive Filter 

Figure 2 illustrates the structure of the improvised Frost-

Denoising Filter in the FDRFE-RVC Technique. Let us 

consider the number of knee images 

                and their pixels                 ‟ 

are placed in a window in the form of rows and columns.  
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Figure 3. 5*5 Filtering Window 

Figure 3 depicts the pixel arrangement in a 5x5 matrix. 

The center value is obtained by arranging the pixels in 

ascending order. The center pixel is then replaced with 

the weighted sum of the neighboring pixel values. The 

image-denoising process is determined by the following 

equation: 

   |        |  (1) 

In equation (1), „  ‟ represents the denoised output, 

„    ‟ represents the center pixel, and „   ‟ represents the 

neighboring pixel. The pixel value that differs from the 

center value is considered a noisy pixel and is replaced 

by taking the mean of all pixels in the filtering window. 

By following these steps, noise from the images can be 

eliminated and the image quality can be improved. The 

algorithmic steps for the image-denoising process are 

given below. 

Algorithm 1:  Improvised Frost Denoisive Filter 

Input:  Knee image database, knee images „                ‟ 

Output: Quality-enhanced knee image  

Begin  

1: For each knee image „  ‟ 

2:       Organize pixels                    in the row and column 

3:       Identify the center pixels from the filtering window 

4:Identify and replace the noise pixels withtheaverage of all pixels 

5:      Obtain quality enhanced knee image 

6:    end for 

End for  

 

Algorithm 1 provides the algorithmic steps of knee 

image denoising in FDRFE-RVC Technique to attain 

quality enhanced image. The input knee images are 

gathered from the input database. Image pixels are 

placed in the filtering window. The pixel deviates from 

the center value termed noisy pixels and is replaced by 

the weighted mean of neighboring pixels. Finally, the 

quality-enhanced knee image is obtained. 

2.2    Michael Index DeFries–Fulker Regressed 

Feature Extraction  

The feature extraction process is performed in the 

FDRFE-RVC Technique for knee disease prediction. An 

input knee image comprises local and global features. 

Consequently, the FDRFE-RVC Technique uses MIDF 

Regression to extract features for knee disease 

prediction. DeFries–Fulker Regression is a regression 

analysis used for determining environmental effects. 

MIDF Regression is employed to extract features such as 

color, shape, and texture from the denoised knee image 

based on similarity. It is given as follows: 

                (2) 

From (2) „  ‟, represents the regression output, „ ‟ 

represents the proband score, „ ‟ and „ ‟ denote the 

regression coefficients, „  ‟ denotes co-twin relatedness 

while „  ‟ represents the extreme scores of the knee 

image. Based on the regression analysis, color, shape, 

and texture features are extracted from the input knee 

image. The texture feature is determined based on the 

pixel intensity correlation, which depends on the mean 

and standard deviation, and is computed as follows: 

    ∑ ∑ 
 

          
[(       )(   

    )](3) 
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From (3),     represents the texture correlation between 

pixel    and neighboring pixels    depends on the mean 

and deviation. The color features are extracted from the 

input image after converting into the HSV (hue, 

saturation, value).   

      
 

 
   (4) 

 From (4), „ ‟ symbolizes the pixel intensity 

while „ ‟ denotes the total number of pixels in the knee 

image.  The shape features are determined based on the 

contour representation. The knee image is converted into 

2-D space and the center is represented as the 

origin(   ). The distance between the origin and 

boundary is symbolized as,  

  √(     )
  (     )

 (5) 

From (5), „ ‟ represents the distance, (     ) denotes an 

origin. The point (     ) indicates the perimeter of an 

object. Then, the shape of the boundary is extracted. In 

this manner, all image features are extracted from 

preprocessed images. The algorithmic steps of the 

feature extraction process are given as, 

Algorithm 2:  Michael Index DeFries–Fulker Regressed Feature Extraction 

Input:  Preprocessed knee image  

Output: Extract knee features  

Begin  

Step 1: For eachpreprocessed knee image „  ‟ 

Step 2:      Apply similarity-based regression to identify the best features  

Step 3:      Extract texture, color, and shape features 

end for 

 

Algorithm 2 illustrates the feature extraction process. 

The regression function is used to identify the shape, 

color, and texture among the multiple features in the 

region. The feature extraction process of the proposed 

FDRFE-RVC Technique reduces the disease prediction 

time.  

2.3 Kernelized Relevance Vector Classification 

The classification process is the third step in knee 

disease diagnosis. The kernelized relevance vector is a 

machine learning method with two possible classification 

results, i.e.,   *     +‟.The kernelized relevance 

vector uses two separating hyperplanes to categorize the 

knee images as normal or diseased images. The 

hyperplane acts as the decision boundary between the 

two classes. 

             (6) 

From equation (6), „  ‟ symbolizes the decision 

boundary. „ ‟ denotes the normal weight vector to 

training images, and „ ‟ denotes the bias. Two marginal 

hyperplanes are created on either side of the decision 

boundary. 

                 (7) 

             (8) 

From (7) and (8), „  ‟ and „  ‟ symbolize the upper and 

lower marginal hyperplanes to classify the knee images 

on either side of the decision boundary. The output of the 

relevance vector machine with the help of the kernel 

function is calculated as: 

        ∑      (          ) (9) 

From (9), „  ‟ symbolizes the classification results. 

„  ‟ represent the weight value. „  ‟ symbolizes the 

kernel function between the training knee image  (    ) 

and testing knee images (    ), „    ‟ indicates the 

classification output as either positive (+1) or negative (-

1). 

 

Figure 4. Kernelized Relevance Vector Machine 
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Figure 4 illustrates the kernelized relevance vector 

machine used to categorize knee images. As shown in 

the figure, knee images on the upper side of the 

hyperplane are classified as diseased, whereas those on 

the lower side are classified as normal. This leads to 

improved accuracy in knee disease prediction with a 

minimal false positive rate. 

4. Results and Discussion 

3.1 Experimental setup  

The experimental analysis of the FDRFE-RVC technique 

and two existing methods namely the Novel Gaussian 

filtering and segmentation algorithm [1] and C4.5 with 

hybridization of Grey Wolf Optimization (GWO) and 

Particle Swarm Optimization (PSO) termed HGWO-

C4.5 [2] were implemented using MATLAB simulator 

with Knee Osteoarthritis Datasets with KL Grading - 

2018. The URL of the datasets is given as 

https://www.kaggle.com/datasets/tommyngx/kneeoa. 

The dataset includes 4796 participants with ages ranging 

from 45 to 79 comprising 4130 X-ray images with 8260 

knee joints. The experimentation analysis is carried out 

with different performance metrics like disease 

prediction accuracy, false-positive rate, and disease 

prediction time to several images. 

3.2 Impact of Disease Prediction Accuracy 

Disease prediction accuracy is described as the number 

of knee images that are correctly classified into different 

classes to the total number of knee images from the input 

dataset. The disease prediction accuracy is computed as,  

    [
                                           

                           
]  

   (10) 

From (10), „   ‟ symbolizes the prediction accuracy, 

and it is measured in percentage (%). There are three 

different methods are used for computing the prediction 

accuracy results. Let us consider 800 knee images for 

performing disease prediction. The proposed FDRFE-

RVC technique attained      disease prediction 

accuracy whereas the Novel Gaussian filtering and 

segmentation algorithm [1] and HGWO-C4.5 [2] 

attained      and      respectively. Likewise, ten 

different disease prediction accuracy results are observed 

for each method.  

Figure 5 illustrates the experimental results of disease 

prediction accuracy using three methods against the 

number of knee images. Among these methods, the 

proposed FDRFE-RVC technique achieves better results 

than the other methods. This improvement is due to the 

application of MIDF Regression for extracting shape, 

color, and texture features, as well as Kernelized 

Relevance Vector Classification for efficient knee 

disease prediction with betteraccuracy.The average 

comparison outcomes show that the suggested FDRFE-

RVC technique increases the disease prediction accuracy 

by 11% and 7% when compared to the Novel Gaussian 

filtering and segmentation algorithm [1] and HGWO-

C4.5 [2], respectively. 

3.3 Impact of False Positive Rate 

The false positive rate (FPR) refers to the proportion of 

knee images in the input dataset that are inaccurately 

categorized into various classes, expressed as a ratio 

between the misclassified knee images and the total 

number of knee images. The FPR is calculated as, 

    [
                                             

                           
]      

(11) 

From (11), „   ‟ symbolizes the false positive rate. The 

false positive rate is measured in percentage (%). 

 

Figure 5 Measurement of Disease Prediction Accuracy 
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Let us consider that 3600 knee images for performing 

disease prediction. The proposed FDRFERVC technique 

attained a     false positive rate whereas the Novel 

Gaussian filtering and segmentation algorithm [1] and 

HGWO-C4.5 [2] attained     and    respectively.  

Figure 6 shows the experimental outcomes of the FPR of 

three methods versus the number of knee images. 

Among three different methods, the proposed FDRFE-

RVC technique reduces the false positive rate more than 

the existing methods. This improvement is due to the 

application of MIDFRegression and Kernelized 

Relevance Vector Classification results in more efficient 

detection of Rheumatoid arthritis with a lower false 

positive rate. 

 

Figure 6 Measurement of False Positive Rate 

As a result, the FDRFE-RVC technique reduces the false 

positive rate. The average results of the comparison 

show that the proposed FDRFE-RVC technique reduces 

the false positive rate by 52% and 43% compared to the 

existing Novel Gaussian filtering and segmentation 

algorithm [1] and HGWO-C4.5 [2], respectively. 

3.4 Impact of Disease Prediction Time 

Disease prediction time is computed as the amount of 

time consumed to perform the disease prediction through 

the classification process. Consequently, the disease 

prediction time is determined as,  

        ,   -  (12) 

From (12), ‘DPT‟ symbolizes the disease prediction 

time. „n‟ denotes the number of knee images. „t[kip]’ 

represents the time consumed for single knee image 

prediction. It is measured in terms of milliseconds (ms). 

 Let us consider using 2400 knee images for performing 

disease prediction. The proposed FDRFE-RVC 

technique took 32ms to perform disease prediction, 

whereas, the Novel Gaussian filtering and segmentation 

algorithm [1] and HGWO-C4.5 [2] consumed 48ms and 

41ms, respectively. 

Figure 7 shows the experimental results of disease 

prediction time for three methods versus the number of 

knee images. Among three different methods, the 

proposed FDRFE-RVC technique reduces the disease 

prediction time than the existing methods. This is due to 

the use of MIDF Regression and Kernelized Relevance 

Vector Classification which are more efficient 

predictions of Rheumatoid arthritis disease with reduced 

time consumption. The average comparison results show 

that the proposed FDRFE-RVC technique reduces the 

disease prediction time by 36% and 24% when compared 

to the existing Novel Gaussian filtering and 

segmentation algorithm [1] and HGWO-C4.5 [2] 

respectively.   
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Figure 7Measurement of Disease Prediction Time 

The utilization of the kernelized relevance vector 

machine has been suggested as a means to classify knee 

images. The categorization involves designating knee 

images in the proposed work to show that the upper side 

of the hyperplane as displaying pathological 

characteristics, while those located on the lower side are 

deemed to be within normal parameters. This approach 

yields a significant improvement in the accuracy of 

predicting knee ailments, accompanied by a negligible 

incidence of false positives. The classification model 

employed is intended to enhance the precision of knee 

disease prediction while minimizing the false positive 

rate. In addition, the FDRFE-RVC Technique has been 

developed to streamline the feature extraction process 

and reduce the time needed for disease prediction. The 

computation of disease prediction time is based on the 

duration of the classification process. As such, our 

methodology surpasses existing methods. 

Results show that the proposed FDRFE-RVC technique 

achieved a high disease prediction accuracy of 89% and 

a low false positive rate of 6%, with a disease prediction 

time of 32ms using Kernelized Relevance Vector 

Classification and MIDF Regression. In comparison, the 

Novel Gaussian filtering and segmentation algorithm [1] 

and HGWO-C4.5 [2] achieved disease prediction 

accuracy and false positive rate of 83% and 85%, 

respectively. Furthermore, the Novel Gaussian Filtering 

and segmentation algorithm [1] and HGWO-C4.5 [2] 

required 48ms and 41ms, respectively, to perform the 

disease prediction process. 

5. Conclusion 

A new technique called the FDRFE-RVC Technique 

improves the prediction performance of RA disease. The 

FDRFE-RVC Technique performs image denoising, 

feature extraction, and classification. Image denoising 

removes noise and improves image quality using an 

Improved Frost Denoising Filter. After that, MIDF 

Regression in the FDRFE-RVC Technique extracts the 

shape, color, and texture. Finally, the Kernelized 

Relevance Vector Classification (KRVC) categorizes the 

images using the extracted features to predict RA disease 

more efficiently.  

TheFrost denoising algorithm enhances the quality of the 

input data. This denoising step helps to reduce the impact 

of noise and improve the signal-to-noise ratio, which can 

lead to more accurate predictions.Next, a regressive 

feature extraction process is employed to identify the 

most informative and relevant features from the denoised 

data. This feature extraction step helps to reduce the 

dimensionality of the data and retain only the most 

discriminative features, which can improve the 

performance of the subsequent classification algorithm. 

In addition, an experiment was conducted to assess the 

performance of the proposed FDRFE-RVC Technique 

alongside existing methods, using three metrics related to 

the number of knee images. The results indicate that the 

FDRFE-RVC Technique achieved higher accuracy in 

predicting disease while requiring less time for 

prediction and demonstrating a lower false positive rate 

compared to existing methods. Specifically, the FDRFE-

RVC technique reduced disease prediction time by 36% 

and 24% and decreased the false positive rate by 6%. 

Additionally, it improved disease prediction accuracy by 

11% and 7% when compared to the existing method.It's 

worth noting that prompt treatment is essential for 

addressing RA-induced shoulder affliction. Delaying the 

treatment of RA in the shoulder can lead to joint damage 

and loss of function. Therefore, it is advisable to use 

advanced technologies for early diagnosis of RA in the 

shoulder region to achieve higher accuracy and faster 

management of this condition. 
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