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Abstract: There is a rising need for network attack analysis in today's world as cyber threats and assaults multiply. Cloud computing is 

chosen by companies all over the world because of the scalability and versatility of its internet-based computer capabilities. Scientists are 

increasingly concentrating on the security of cloud data, and one of their key priorities is safeguarding hosts, businesses, and data against 

more sophisticated digital attacks. Numerous approaches have been developed as a consequence of researchers' experiments with 

Intrusion Detection (ID) architecture during the past few decades. But eventually, the intrusion detection framework won't be able to use 

these techniques. The goal of this study is to classify whether or not a framework interruption has happened using an ensemble model of 

an effective gradient-boosting decision tree (EGDT-boost). Using a Gradient Boosting classifier and a Decision tree, this model produced 

an ensemble classifier. The Decision Tree classifier performs better thanks to the gradient boosting techniques since fewer mistakes are 

recognised. The suggested classifier is examined in this article together with several other well-established classification methods. In 

comparison to previous approaches, the suggested model yields better outcomes in terms of Precision, Recall, F-Measure, and Accuracy. 

Keywords: Support Vector Machine, Naïve Biase, Adaboost, Convolutional Neural Network, Recurrent Neural Network., Hybrid 

Classifier, Ensemble Classifier, Ensemble Neural Network 

1. Introduction  

Cybersecurity is also named computer or information 

security. The essential part of work safeguards the 

attacker's network and computer information [1]. The 

term is applied to various security aspects like network 

security, application security, information security, etc. 

These security factors are tangled to protect against the 

attacker with security principles of authentication, 

integrity, confidentiality, non-reputation, availability, etc 

[2-8]. Each year, more digital information penetrates the 

global cyber threat landscape, which continues to evolve 

rapidly. In the first nine months of 2019, information 

breaches exposed an astounding 7.9 billion data, 

according to research from Risk Based Security. 

Compared to the number of records found over the same 

period in 2018, this figure is more than twice [9-12].  

Health administrations, merchants, and public entities 

saw many data breaches. In some of these regions, 

hackers are more prevalent because they collect financial 

and medical data. Yet, all businesses, even utilization 

organizations, might concentrate on client data, hidden 

company actions, or client attacks [13-17]. According to 

the International Data Corporation, the cost of network 

security solutions will skyrocket to $133.7 billion by 

2022 as the scale of the digital threat is expected to grow. 

In response to the expanding digital danger, governments 

worldwide have issued guidelines to assist enterprises in 

developing appropriate network security processes [18].  

In the United States, a digital security system has been 

established by the National Institute of Standards and 

Technology (NIST). The design suggests continual 

monitoring of all electronic resources to counteract the 

propagation of malicious code and help in early 

identification. The National Cyber Security Centre of the 

British government reiterates the relevance of framework 

checking throughout its "10 steps to network safety" 

guide. The Australian Cyber Security Centre (ACSC) 

frequently disseminates guidelines in Australia on how 

organizations may fight the most current cyber-security 

threats [20]. 

2. Literature Review  

Shen et al. The main classifier of the ensemble-based ID 

System. suggested by 81 was the Extreme Learning 

Machine (ELM). classifier. During the ensemble pruning 

stage of the recommended approach, a BAT  

optimization technique is applied to optimize it further. 

Several datasets were used to evaluate the model, 

including the KDD Cup'99, NSL-KDD, and Kyoto 

datasets. Experiments indicated that many E.L.M.s 

working together in an ensemble outperform a single 

E.L.M. in terms of performance. 
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According to Gao et al. 82, an adaptive ensemble model 

containing various basic classifiers such as D.T., R.F., 

K.N.N., and Deep Neural Network (DNN) was created. 

An adaptive voting process was used to choose the top 

classifier. The suggested technique was verified using 

the NSL-KDD dataset in a series of experiments. By 

comparing the results of the trials to those of other 

models, it was proved that the performance efficiency 

was high. It was determined that the suggested technique 

did not provide adequate outcomes for the most 

susceptible attack classes. 

T.T.K. (TalaTalaeiKhoei) The authors examine three 

types of ensemble learning: bagging, boosting, and 

stacking. They compared their results to those obtained 

using three common machine learning methods: The 

naive Bayes algorithm, decision tree, and K-nearest 

neighbour. The recommended methodologies will 

undergo training, evaluation, and rigorous testing. We 

used the CICDos 2019 benchmark for our analysis, 

which includes multiple DDoS attacks. We use a pair of 

feature-selection strategies to zero down on the most 

crucial characteristics. The detection probability, false 

alarm probability, missed detection probability, and 

detection accuracy are all factors in a performance 

assessment. Computer simulations show that stacking-

based ensemble learning strategies beat competing 

algorithms on all four metrics... 

Tama, BayuAdhi, and SunghoonLim(2021) A novel 

classifier ensemble strategy for anomaly-based intrusion 

detection systems: report and analysis of an empirical 

assessment (SoE). SoE is a parallel ensemble classifier 

that combines the strengths of three individual ensemble 

learners in a unified framework. Random forests, 

boosting machines, and even more powerful boosting 

machines are called "ensemble learners.". Statistical 

significance of classification algorithms may be 

determined using a variety of metrics, including area 

under the receiver operating characteristic curve, true 

positive rate, false-positive rate, and Matthews 

correlation coefficients. Our work fills a need in the 

literature by presenting an up-to-date systematic 

mapping examination and a comprehensive empirical 

assessment of the most current improvements in 

ensemble learning approaches applied to I.D.S.s. 

Abhishek Divekar et al. (2018) assessed and 

compared the performance of KDD'99 possibilities using 

classification techniques like Naive Bayes, K-means, 

Neural Network, R-F, SVM, and D.T. UNSW-NB15 was 

considered to be a superior and more contemporary 

alternative to KDD'99. Regarding the f1-score, the 

experiment's findings indicated that the trained 

classifiers outperformed those trained using KDD'99 and 

NSL-KDD. 

Using the association rule mining concept, the authors of 

(B. B. DipaliGangadhar Mogal, 2017) proposed a 

technique for selecting the most optimum attributes, 

which they termed "association rule mining.". The 

central point approach was utilized to determine attribute 

values, and the Apriori algorithm was used to narrow the 

scope of the study. Logistic regression and naive Bayes 

methods were used for the evaluation. Based on the 

results, the central point method coupled with the apriori 

algorithm is optimal concerning accuracy and 

computational cost. The study was conducted on the 

NSL-KDD and UNSW-NB15 datasets. 

They attempted to analyze the performance and 

efficiency of NIDS according to the authors (Srivastava, 

2018). They applied two feature reduction strategies to 

obtain these results: LDA and C.C.A. The researchers 

utilized seven classifiers, each with parameters and 

measurement metrics, F.P.R., Training length, precision, 

accuracy, and receiver operating characteristic curve area 

(R.O.C.). Random, naive Bayes, rep tree, R.F., random 

committee, bagging randomizable, and filtered sampling 

are just a few options. The study indicates that the 

UNSW-NB15 findings achieved using LDA and random 

trees were superior.  

The authors (H.M. Anwer, 2018) employed wrapper and 

filter feature selection techniques in their case study to 

discover the lowest feasible range of effective features 

while maintaining the highest level of accuracy. The 

UNSW-NB15 dataset was categorized using the J48 and 

Naive Bayes machine learning algorithms, merged with 

feature selection techniques from the S.U., R.F., I.G., 

OR, and C.S. to serve as statistical filters. Using the J48 

algorithm to predict 18 variables from the G.R. method, 

the researchers achieved an accuracy of 88% while 

accelerating factor 2 by a factor of 2. In the end, this was 

decided to be the best technique for this study. 

To accomplish their conclusions, The authors (M.K. 

Hooshmand, 2020) employed feature selection processes 

and set theory's quorum and union combination 

techniques to combine the results of many approaches. 

Many machine learning algorithms, including R.F., have 

been compared in terms of their performance while 

employing optimum feature sets, and the findings have 

been made available... 

(Performance assessment of intrusion detection with 

Apache Spark and machine learning, 2018; M. Belouch.) 

The authors performed experimental tests on the Apache 

Spark environment for large data. They evaluated the 

effectiveness of frequently used categorization machine 

learning approaches, including neural network (N.B.), 

support vector machine (SVM), deep learning (D.T.), 

and random forest (R.F.). They timed how long it took 
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network intrusion detection systems to detect an 

intrusion, how long it took to construct a defence, and 

how long it took to predict an intrusion. Using the 

UNSW-NB15 data set to test performance, they found 

that the R.F. technique outperformed the other four 

algorithms in terms of specificity, accuracy, sensitivity, 

and execution time. 

Researchers in (M. Idhammad 2017) used artificial 

neural networks to examine a victim-end-based dos-

detection approach (ANN). This work detected dos using 

back-propagation and feed-forward learning techniques. 

They chose a set of features regarded as more valuable 

using an unsupervised correlation-based technique. The 

studies were conducted in three stages: The first step was 

to gather information about the incoming network traffic, 

the second was to perform feature reduction for D.O.S. 

detection, and the third was to divide the network traffic 

into two classes: benign traffic and malicious attack 

traffic. Results were comparable to state-of-the-art dos 

detection methods when tested on both the NSW-KDD 

and the UNSW-NB15 datasets... 

In (Slay N.M. 2015), The authors offered a hybrid 

strategy to feature reduction based on the C.P. of 

attribute values followed by an A.R.M. and reported 

their findings. To save processing time, the dataset was 

first separated into equal-sized divisions. The CP 

approach's result was then utilized as input to the A.R.M. 

strategy to minimize the number of features. The first 

step was to gather information about the incoming 

network traffic, the second was to perform feature 

reduction for D.O.S. detection, and the third was to 

divide the network traffic into two classes: benign traffic 

and malicious attack traffic. Results were comparable to 

state-of-the-art dos detection methods when tested on 

both the NSW-KDD and the UNSW-NB15 datasets... 

According to them, the model increased accuracy while 

decreasing false alarm rates and processing time. The 

used data sets were NSL-KDD and UNSW-NB15. 

Employing the reptree algorithm with protocol subset 

slicing, the authors of (M. Belouch, A two-stage 

classifier technique for network intrusion detection using 

the reptree algorithm, 2017) developed a two-phase 

classification technique for network intrusion detection. 

In the first phase, data were segregated for various 

protocols such as TCP, U.D.P., and others. Feature 

selectors such as ANN, NB, and D.T. were employed in 

the second stage to reduce the number of features from 

40 to 20 in the third step. They discovered that two-stage 

classifiers beat single-stage classifiers in terms of the 

ratio of speed to accuracy. 

Apoorva Deshpande and R. Sharma (2018) suggested a 

model for network intrusion detection based on 

normalized features, a multilevel ensemble classifier, and 

a multilevel ensemble classifier. After normalizing the 

data in the first phase, it was chosen to employ 

multilevel ensemble classifiers in the second step. 

Researchers use various methods to choose which 

features to focus on (et al., 2020). Combine the methods 

of recursive feature reduction, variance, chi-square 

analysis, and the variance threshold. To achieve a final 

result, the outcomes of separate feature selection 

strategies were integrated with the help of an intersection 

method. When compared to the effect of all 

characteristicsR.F. and Adaboost ensemble algorithms 

were used to investigate the influence of chosen 

characteristics on the FAR and accuracy detection rate 

measures. During testing, it was discovered that the 

suggested feature selection strategy considerably 

influenced the performance of classifiers. 

Hossein Gharaee and co-workers have presented an 

anomaly-based intrusion detection system (Hosseinvand, 

2016). SVM and G.A. were utilized as machine learning 

algorithms, with a new feature reduction methodology 

tossed in for good measure. As a feature selection 

technique, a genetic algorithm with an extra innovation 

fitness function is combined with an additional 

innovation fitness function. The outcome demonstrates 

that the data dimension has decreased, the accuracy has 

increased, and the FAR has dropped. 

In (Le, Thi-Thu-Huong,2022), explanations of machine 

learning (ML) model predictions were used in 

conjunction with big IoT-based IDS datasets to improve 

attack detection performance. This was carried out to 

help people comprehend how assaults are identified. The 

decision tree (DT) and random forest (RF) classifiers 

used in the ML-based IDS technique are based on the 

ensemble trees methodology, which doesn't need a lot of 

processing power to train the model. The trials also made 

use of the IoTDS20 dataset. In addition, the eXplainable 

AI (XAI) approach was used to apply the Shapley 

additive explanations (SHAP) technique to understand 

and explain the classification choices made by the DT 

and RF models. This methodology is useful for 

understanding the ensemble tree approach's ultimate 

judgement, but it also helps cybersecurity specialists 

improve and assess the precision of their conclusions 

based on the explanations of the findings. 

It was recommended that the Support Vector Machine 

(SVM) and the Chaos Game Optimisation (CGO) 

algorithm be integrated to manage the complexity of big 

data and diverse security data ensembles (Ponmalar, 

2022). In addition to increasing intrusion classification 

accuracy, the suggested technique also recognises nine 

different types of assaults in the UNSW-NB15 dataset. 
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When compared to other techniques, the Ensemble 

Support Vector Machine (SVM) that is combined with 

Chaos Game Optimisation (CGO) shows excellent 

performance in terms of precision, recall, F1-score, 

accuracy, and ROC curve. The suggested technique 

outperforms the chi-SVM in terms of accuracy (96.29%), 

which is an increase of 6.47 percentage points over the 

chi-SVM (89.12%). 

Gain-ratio, chi-squared, and information gain are three of 

the most effective feature selection methods used in this 

proposed model, which uses improved weighted majority 

voting to provide a qualifying result and four of the top 

classifiers (SVM, LR, NB, and DT). Furthermore, an 

experimental method built on the ground-breaking 

Honeypot dataset was created (Krishnaveni, 2022). In 

each trial, the tools Honeypots, Kyoto, and NSL: KDD 

were applied. With an accuracy of 98.29%, a false alarm 

rate of 0.012%, a detection rate of 97.9%, and an area 

under the curve (AUC) of 0.9921, the recommended 

intrusion detection strategy based on the Honeypot 

dataset is a better and more efficient than existing 

approaches. 

3. Ensemble classifiers  

An ensemble machine learning model is created when 

two or more machine learning models work together to 

make predictions (E.M.L.). Members of the ensemble 

could be the same or various models, and they could 

have been trained on the same or separate training 

data[1, 2]. Ensemble members refer to the models who 

contribute to the ensemble. Statistical methods such as 

the mode or mean can be used to aggregate the 

predictions made by the ensemble members or more 

advanced algorithms that learn how much to trust each 

member and under what conditions[2,3] and then 

combine those forecasts. Articles on some of the most 

popular and commonly used methods, such as core 

bagging and boosting approaches [4,], were published in 

huge volumes when the research of ensemble methods 

truly took off in the 1990s. [5] When using ensemble 

methods, the cost and complexity of the calculation are 

significantly enhanced. This increase is due to the higher 

level of skill and time necessary to train and maintain 

many models vs. a single model, resulting in a higher 

overall cost of ownership. [6,7] As previously stated, 

there are two major reasons why an ensemble model is 

preferable to a single model; both of these factors are 

intertwined, as follows: When comparing the 

performance of an ensemble of models to a single 

contributing model, the ensemble produces more 

accurate predictions and results. An ensemble minimizes 

the spread or dispersion of forecasts while reducing the 

number of predictions to improve model 

performance[8,9]. 

[10] Rather than using a single predictive model, 

ensembles of predictive models can be used to improve 

prediction performance on a predictive modelling task. 

According to the research[11][12], this is achieved by 

reducing the variance of the prediction error while 

increasing the bias of the prediction process (i.e., in the 

context of the bias-variance trade-off). The improvement 

in resilience or reliability in a model's average 

performance is another key and underappreciated 

consequence of ensemble techniques[13][14]. These are 

both crucial elements to bear in mind while we work on 

a machine learning project, and we may choose to 

emphasize one or both of these traits in our model[15]. 

4. ENSEMBLE MODEL OF GRADIENT 

BOOSTING WITH DECISION TREE (EGDT-

BOOST) 

4.1Preprocessing  

In this work, data standardization has been used for Pre-

processing, standardization's modification of data. 

Centring the data involves subtracting the mean from 

each feature, and scaling it involves dividing (non-

constant) values by the standard deviation of the 

features, as seen in the following example. After data 

standardization, the mean and standard deviation will be 

one, and the standard deviation will be zero. Model 

performance may be dramatically enhanced by 

standardizing their design and construction. The RBF 

kernel of SVMs and the l1 and l2 regularizers of L.M.s 

assume that all features are centred around zero and have 

variance in the same order as the input features. The 

variation of a single quality may dominate the objective 

function if it is several orders of magnitude larger than 

the variance of the other qualities, preventing the 

estimator from acquiring knowledge about the other 

qualities in the normal fashion. 

Following a particular notion of standardization, the 

StandardScaler, the principal scaler in learning, 

standardizes the data. When the following formula is 

used for the data, it becomes purely centred: where u 

represents the mean, s represents the standard deviation, 

and x is scaled by the fraction (x-u)/s, where x is the 

original value of x. 

With the MinMaxScaler, Scaling each feature to a 

certain value range within a specified range of values 

allows you to modify the look of a feature. The feature 

range option (which has a default value of (0,1)) can be 

used to specify the range for the feature. Since this scaler 

is more precise when the distribution is not Gaussian or 

when the standard deviation is very small, it is used more 

often under these conditions. It is robust to outliers yet 

sensitive to them, and thus if your data contains any 

outliers, you should consider using a different scaler. 
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In the case of max(x) – min(X), the formula is:  

   (max(x)–min(x) = x scaled. 

It is doubtful that using your data's mean and standard 

deviation to scale will result in good results if your data 

has many anomalies. In these instances, the RobustScaler 

can be used to achieve the desired results. Upon removal 

of the median value, the data is scaled following the 

quantile range of the data. 

4.2 Feature Extraction  

By industry standards, approaches for choosing 

characteristics often fall into two categories. It relies on 

the conclusion of the feature selector: whether it returns 

a subset of relevant features or a ranked list of all the 

relevant characteristics; it also depends on the output of 

the feature selector (known as feature ranking). [17] In 

the latter circumstance, it is required to define a 

threshold to lower the complexity of the problem, which 

is a difficult question to answer. Based on the interaction 

between a feature selection algorithm and the inductive 

learning methodology used to infer a model [18], feature 

selection techniques are often categorized into three 

basic approaches. Existing filters include those that rely 

on generic data characteristics and are independent of the 

induction process; wrappers that utilize the prediction 

supplied by a classifier to assess subsets of features; and 

filters that rely only on the output of the induction 

algorithm. and embedded techniques that execute F.S. 

during training are tailored to various learning machines. 

[19]. 

This work extracts the most valuable features from a 

given dataset using the choose best feature selection 

techniques and the SelectKBest class. The features are 

chosen using the SelectKBest approach depending on 

which feature has the greatest score out of k. The 

"scornful" argument's value can be changed to allow us 

to perform a classification and regression data analysis. 

Selecting the best features is a crucial stage in the 

process of getting ready a large dataset for training. It 

enables us to eliminate the data's less important 

components and reduces the suggested intrusion 

detection system's training time, both of which are 

advantageous. 

 

Figure 1: Architecture of EGDT-Boosting 

4.3 EGDT-BOOST classifier  
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 Boosting with gradients is an ensemble 

machine-learning technique extensively used in data 

science to address classification and regression 

problems. It's easy to use and works with various data, 

including small and heterogeneous data. P pooling their 

efforts efficiently generates a strong learner from a 

collection of many weak learners. Gradient-boosted 

decision trees are employed in the proposed enhanced 

ensemble model of gradient boosting with a decision tree 

(EGDT-boost). A succession of decision trees is built 

progressively during training. Each successive tree is 

built with a lower loss level than the previous ones. The 

initial parameters dictate the number of trees that are 

planted. Gradient boosting is implemented in an additive 

method, which generates a series of approximations 

greedily iteratively (EGDT-boost). The EGDT-boost 

algorithm is used to improve this gradient-boosting 

technique. 

The greedy method averages the goal for each category 

group and applies it to all categories. The issue is that the 

target value is utilized to build a representation for the 

group variables, which is subsequently used for 

prediction, resulting in target leakage. The Holdout 

technique addresses this problem by splitting the training 

data set. However, as a result, the training data's 

effectiveness is considerably diminished. Leaving one 

out of the sample excludes the target population, but it's 

ineffective. Online Learning methods, which 

sequentially send training samples over time, impact 

ordered target statistics. It inserts false time as a sigma 

random permutation, a random permutation of the 

training instances. It will depend only on training 

examples from the past to prevent target leakage 

(samples that occurred before that particular sample in 

the fake time). 

 Definite features are common in datasets, and there are 

several ways to deal with them in boosted trees. The 

suggested model automatically handles definite features 

in the input data, unlike current gradient boosting 

algorithms (which require numeric data). One-hot 

encoding is one of the most used methods for dealing 

with definite data. However, it gets challenging when a 

large number of characteristics are involved. To address 

this, characteristics are classified and determined by goal 

statistics. When I think of goal statistics, I think of 

phrases like greedy, hold out, leave one out, and order. 

Algorithm for proposed EGDT-Boosting 

Step 1. Import the libraries and modules that are 

required. 

Step 2. Import NSL-KDD data  

Step 3. Cleanse and Pre-Process data using 

standardization. 

Step 4. Separate the training and testing phases. 

Step 5. Create a list of column indices that contain the 

specific data as part of step 5( During training, 

the model will be given this list to work from 

definite Feature Extraction). 

Step 6. Write a function using this information that takes 

a data frame and produces a list containing the 

indexes of all non-numeric columns. 

Step 7. Convert all definite columns to the group data 

type the proposed model requires. 

Step 9. Divide our data into two datasets: one for training 

and one for testing. 

Step 10. Assess the model's performance. 

5. Implementation Result and analysis  

This phase aims to present the experimental results of the 

proposed ENSEMBLE MODEL OF GRADIENT 

BOOSTING WITH DECISION TREE (EGDT-BOOST) 

strategies in conjunction with five magnificence category 

methodologies (starting with Dos and progressing 

through Probe and r21) that were used to detect network 

intrusions using the NSL-KDD Cup intrusion detection 

datasets. To assess the viability of our intrusion detection 

model. This work compared ten efficient classification 

models from the domains of Decision Tree(DT), 

Random Forest (RF), KN.N., Support Vector Machine 

(SVM), Linear Regression (LR), Stochastic Gradient 

Descent (SGD), Adaboost, XGboost, Voting, and 

Lightgbm. In this proposed work, the length of the Train 

dataset has been considered as 5290866 and the length of 

the Test dataset 946848. Figure 2 describes the Data 

instance after Pre-processing of Standardisation. 

Attack Class Data Instance 

U2r 5000 

Probe 7000 

R21 10500 

DOS 50000 

Benign 60900 
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Figure 2 Data instance After Pre-processing of Standardisation 

Table 1 describes the total number of samples that 

belong to each of the five classes of the training dataset 

attack category. Figure 3 describes the classification 

report of the proposed EGDT-BOOST with the 

confusion matrix.  

Table 1 Total Number Of Instance And The Class 

Attacks Samples 

benign 067343 

dos 045927 

probe 011656 

r2l 0995 

U2r 052 

 

 

Figure 3 Confusion matrix of Proposed EGDT-BOOST classifier 
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Table 2 represents a distinct determination of the metrics 

for each class in this model as if each class were to have 

its classifier. Here are the Macro averaging per-class 

stats and the weighted average for convenience. 

Table 2 Performance analysis of EGDT-BOOST classifier 

Class Precision  Recall  F-measure  

benign 71 97 82 

Dos  96 84 89 

Probe 90 83 86 

R21  99 11 20 

U2r  74 07 13 

 

Instead of having many F1 ratings for each class, it 

would be ideal to average them all together to get a 

single score that represents overall performance. Macro 

averaging is one of the many methods, possibly the most 

straightforward. 

Table 3 Performance analysis of weighted avg and macro avg 

Performance metrics  Weighted avg(%) Macro avg(%) 

Precision  85 86 

Recall 81 56 

f-measure  58 77 

 

Table 3 describes the Performance analysis of the 

weighted avg and macro avg; the arithmetic mean of all 

the F1 scores for each class in Intrusion Detection is used 

to compute the macro-averaged F1 score for the 

classification. In this work, the macro average of 

Intrusion Detection uptrained 86,56 and 77 for precision, 

recall, and f-measure. This function treats all classes 

identically, regardless of their support settings.  

The weighted-average F1 score is calculated by 

averaging all per-class F1 scores while accounting for 

the amount of help each class receives. Refer to the 

number of times the class has occurred in the data 

collection while discussing support. The term "weight" 

refers to the proportion of support given to each class as 

a percentage of overall support given to all classes. With 

weighted averaging, the output average would have 

considered each class's contribution, which would have 

been weighted by the number of cases in the dataset for 

that class. Table 4 describes the performance analysis of 

the proposed work with various other existing 

algorithms. 

Table 4 Performance Analysis Of Various Classifiers 

Methods  Attack class 

Precision  Recall F1-score  

Decision Tree benign 67 96 81 

Dos  96 83 90 

Probe 87 63 71 

R21  98 10 18 

U2r  67 01 03 

Random forest  benign 66 97 79 

Dos  96 82 89 

Probe 87 61 72 

R21  96 04 0 

U2r  50 01 03 

KNN  benign 67 97 79 
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Dos  96 78 86 

Probe 79 68 73 

R21  97 07 12 

U2r  75 03 06 

SVM benign 66 94 77 

Dos  92 80 86 

Probe 90 65 75 

R21  96 10 19 

U2r  83 03 05 

 LR benign 66 98 66 

Dos  93 80 79 

Probe 95 92 98 

R21  98 09 22 

U2r  86 02 21 

 SGD benign 96 83 90 

Dos  87 63 71 

Probe 98 10 18 

R21  1.00 00 00 

U2r  00 00 00 

Adaboost benign 66 95 81 

Dos  96 82 89 

Probe 87 61 72 

R21  00 00 00 

U2r  00 00 00 

XGboost benign 61 92 79 

Dos  98 62 89 

Probe 87 61 72 

R21  96 05 08 

U2r  50 11 03 

Voting  benign  67      97   79 

Dos  96 78 86 

Probe 86 74 80 

R21  96 04 08 

U2r  25 01 01 

Lightgbm benign 67 97 79 

Dos  96 80 87 

Probe 83 65 73 

R21  99 09 17 

U2r  76 08 14 

Proposed model  benign 71 97 82 

Dos  96 84 89 

Probe 90 83 86 

R21  99 11 20 

U2r  74 07 13 

 

Table 5Performance Analysis in Accuracy of Various Classifiers 

Methods Accuracy 

DT 72.1111 
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RF 76.7699 

KNN 76.3174 

SVM 75.7452 

LR 75.1419 

SDG 74.6627 

Adaboost 67.0999 

XGboost 77.1114 

Voting 76.8675 

Lightgbm 77.8675 

Proposed 80.5225 

 

In this work, the weighted average of Intrusion Detection 

uptrained 0.85,0.81 and 0.58 for precision, recall, and f-

measure. Both analyses show that the proposed model 

achieves high efficiency also in single classes analysis. 

Table 5 describes the performance analysis of the 

accuracy of the proposed work with various other 

existing algorithms. Figure 5 shows that the proposed 

work archives a high accuracy of 80.5225% over other 

work.  

 

Figure 4 Performance Analysis in Accuracy of Various Classifiers 

6. Conclusion  

Network security with attack detection using the 

Ensemble Classifier of EGDT-BOOST has been 

proposed as an alternate structure for network security. 

In today's world, most routed communications are not 

just used for beneficial purposes. Still, cybercriminals 

are also making use of routing systems to conduct port 

scanning, data exfiltration, and other types of online 

fraud. The security of networks is very vulnerable to 

these types of cybercrime activities. Ensemble Classifier 

is a machine learning approach for prediction and 

classification that has shown to be incredibly successful 

in recent years. A prominent technique for improving 

learning models' efficiency is combining numerous 

models. This work has tested this strategy, and the 

results are provided as an Ensemble Classifier-based 

classification model. It is possible to develop the 

Ensemble Classifier model by combining two different 

learning models. This work compared ten efficient 

classification models from the domains of Decision 

Tree(DT), Random Forest (RF), KN.N., Support Vector 

Machine (SVM), Linear Regression (LR), Stochastic 

Gradient Descent (SGD), Adaboost, XGboost, Voting, 

and Lightgbm. The models were selected from the 

following domains: The outcome demonstrates that the 

proposed EGDT-BOOST achieved an efficient accuracy 

of 80 per cent in attack detection when tested. 
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