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Abstract: Due to environment dependent variation in solar power generation, in a day or throughout year, there is need of forecasting. 

This can help for planning at the distribution centre for selection of feed from different power plants. This can help to reduce the generation 

losses at the hydro power plants by putting load on solar plants during their peak generation hours. The historic power generation records 

of entire year can be used for time ahead forecasting of the power generation. The data used contains fields such as power generated, 

temperature of module and environment, irradiation, wind speed and rainfall. This paper addresses the forecasting challenge of solar power 

generation with 'DenPow' model. The model shows maximum error of 3% in predicted value compared to ground truth. The model 

outperforms over artificial neural network (ANN), recurrent neural network (RNN), RNN model with the combination of Long Short Term 

Memory (LSTM) and Auto-GRU layers and with combination of CNN and LSTM methods. 
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1. Introduction 

Electricity distribution management is based on forecasting 

of power generation from different plants. The solar power 

generation forecasting which is volatile in nature is 

important factor that affects in such prediction and may lead 

to mismanagement. The solar power generation is directly 

dependent on different environmental parameters in which 

irradiance is important one. Also, solar panels show 

variation in power generation with respect to temperature of 

the environment. The temperature is dependent on various 

weather conditions which include wind speed. 

The forecasting of solar power generation is the main 

objective considered in the work presented in this paper. In 

this context, an overview of different forecasting methods 

of solar irradiation which make use of machine learning 

methods are addressed. Mostly, conventional methods are 

used by various researchers such as support vector 

machines. The variety in datasets, time series variations, 

changes in geographical locations and respective weather 

station data are the main complications in these methods. 

Overall, the error of prediction is quite equivalent. The 

consideration of different parameters in power output 

prediction such as wind speed, temperature, irradiance with 

one at a time approach effect on predicted output power is 

analysed. Some authors also used ensemble approach and 

hybrid approach for improving the performance of 

prediction. In this paper, regression with the use of fully 

connected dense network model is proposed for the solar 

power plant in Maharashtra state of India which is located 

near the tropic of Capricorn. 

2. Literature Survey 

Extreme artificial neural network training is carried out for 

solar power forecasting by (F. Wang et al., 2015). The yield 

of the logistic function exhibits the best performance when 

compared to other activation functions. Regarding class 

regression analysis, the logistic-based regression model is 

taken into account. Through thorough research and various 

combinations of experiments, the ideal architectural model 

is discovered. (Teo et al., 2016) employed wavelet neural 

network and residual markov chain to estimate electricity 

generation. Correlation coefficients are obtained and key 

climatic variables that have the biggest impacts on 

photovoltaic power generation are found. Hua et al. (2016) 

employed straightforward data-driven models to estimate 

photovoltaic power. The availability and communication 

costs of the meteorological data are differentiated. (Munshi 

& Mohamed, 2016) used a bio-inspired clustering algorithm 

for doing data clustering as part of the preprocessing stage. 

Six clustering techniques are used for the experimental 

analysis, and the best technique is determined. The optimum 

weight learning approach was employed in (Z. Wang & 

Koprinska, 2017). The data source weighed closest 

neighbour (DWkNN) approach is suggested. Numerous 

studies demonstrate the use of traditional neural network-

based techniques. Support vector machine (SVM) 

regression models can also be used to perform the 

regression. (Eseye et al., 2018) used an SVM regression 

model to predict the power generation. The wavelet 

transform and particle swarm optimization are used to 

linearize and pre-process the data. Actual recorded data 

from SCADA systems and meteorological data from the 

weather service are both used to forecast the production of 
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power. By combining the results of neural network 

regression models, the difference between predicted values 

and actual values is reduced. Some researchers employed 

Gaussian regression models for predicting because the 

sparseness of the yearly dataset leads one to consider its 

Gaussian nature. (Semero et al., 2018) used a genetic 

algorithm (GA) in conjunction with a Gaussian regression 

analysis to identify key variables that influence electricity 

generation. Additionally, it is conceivable to consider some 

manually created fuzzy rules, which is doable with the aid 

of an adaptive neurofuzzy inference system (ANFIS). The 

ANFIS is used to forecast the data in (Semero et al., 2018) 

and (Manjili et al., 2018), pre-processed datasets for serial 

time domain analysis utilizing multivariate analysis. When 

the overall impact on prediction with respect to each 

individual variable is taken into account, the various 

variables used as input play a considerable role. Data can be 

normalised during pre-processing such that all values fall 

inside a given range. The normalisation has improved the 

ANN-based prediction. K-means, GRA, and Elman 

approaches are employed for prediction in (Lin et al., 2018). 

As an extra factor in power prediction, meteorological 

information is used. Wind speed and rainfall are two 

components of the meteorological data. 

(Park & Park, 2018) employed relation detection inside 

clusters in addition to a hierarchical clustering technique. 

The clustering method results in the identification of the 

seasonal and flawed data. PV power generation is forecasted 

using a spatio-temporal model and probability density 

function (Agoua et al., 2019). Optimised SVM model was 

utilised by (VanDeventer et al., 2019) to predict power 

generation. The optimization is accomplished using the 

genetic method (GA). For estimating PV and wind power 

generation, (Sanjari et al., 2020) created a higher order 

multivariate Markov Chain-based approach. Pattern-based 

analysis employing window-based time-adaptive stochastic 

correlation is applied to PV and wind power. In the training 

state, the model needs both inputs at once. The performance 

indicators vary since solar irradiance and temperature have 

no effect on the production of wind power. On the other 

hand, the amount of wind has little effect on the production 

of solar power. 

Irradiance is the most important factor in determining how 

much solar power will be produced by a power plant. 

Additionally, it has been observed that a lot of researchers 

also take other environmental characteristics obtained from 

weather station data into account. This paper's results and 

analysis section discusses the importance of each parameter 

for projecting solar power generation. 

3. Proposed work 

The block diagram in figure 1 depicts the intended work's 

stages. To improve neural network convergence, the input 

dataset is pre-processed to create more feature vectors. 

Next, the electricity generation on the same day the 

following year is predicted using the trained model created 

using this data. 

 

 

 

 

 

 

 

 

Fig 1: Proposed system Block diagram 

Assumptions 

The model consist of dense layers to perform regression 

task 

The input dataset from actual power plant is used for 

training 

The layers in the model are changed to observe the training 

results. 

The proposed model consist of dense fully connected neural 

network layers which perform regression task on the input 

data vectors in X for target outputs Y. The number of layers 

in the model is concerned about complexity of the model as 

well as performance of prediction. As the prediction is 

regression task for proposed work, root mean square error 

metric is used to improve the training performance in 

number of iterations. The models are varied with increment 

in number of layers used during composition which on the 

variation shows change in performance during training of 

the model.  

Figure 2 shows the multi-layer perceptron model with 11 

layers. The increment in layers improves the performance of 

model. The increment after total 11 layers is stopped as 

performance of model after 11 layers decreases due to over 

fitting problem. 

The output of each dense layer in generalized way can be 

represented as, 

Yin=X*w+b 

Yout
=ReLU(Y

in
) 

..(1) 

Where, Yin is output from neurons and Yout is output due 

to activation function rectified linear unit. 
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Fig 2: Proposed DenPow Model and other models 

used during development 

4. Result Analysis  

4.1 Data Pre-processing 

For two years, all data were collected from two sources 

(2018-2019). The first dataset is power generation records 

from actual inverter. The power plant output in terms of 

generated power, module temperature, ambient temperature 

and solar irradiance are available in first dataset. In addition, 

second dataset consist of meteorological parameters like 

maximum and minimum temperature, maximum and 

minimum humidity, maximum and minimum wind speed 

and rainfall. There parametric records in second dataset are 

taken from Skymet Weather Services Pvt. Ltd. All the 

records are taken at 15 minutes time interval. 

The additional features are extracted by estimating the mean 

of the total temperature of entire year, standard deviation on 

each day in ambient temperature and module temperature. 

In total 6 input features for each 15 minutes time interval are 

used for training with target power generation value. 

The Mean of the temperature is obtained as, 

𝑇𝑚 =
∑ 𝑇(𝑖)𝑁

𝑖=1

𝑁
                                                                          

(2) 

Where, there are total N values of temperature in a year. 

The standard deviation is thus obtained as, 

𝜎 (𝑖) = 𝑇𝑚 − 𝑇(𝑖) 

i=1,2,...,N 

...(3) 

Training Mean Square Error Analysis is performed for three 

models as shown in figure 3. These graphs show that final 

minimum value of root mean square achieved during 

training is similar in all the models but with increase in 

layers, this minimum value is seen to be achieved at early 

epochs. The performance shown in figure 3 is evaluated for 

all the dataset parameters as input in which solar irradiance, 

wind speed , temperature from weather station data are 

considered. The 11 layered model is named as Denpow 

model. 

 

Fig 3: RMSE analysis of DenPow Model 

The RMSE is estimated as, 

𝑹𝑴𝑺𝑬 = √∑ ‖𝒚(𝒊)−𝒚′(𝒊)‖𝟐𝑵
𝒊=𝟏

𝑵
                                                         (4) 

The Mean Absolute Error (MAE) is estimated as, 

MAE =
∑ (y(i)−y′(i)N

i=1

N
                                                                     (5) 

Where, y’ is prediction for ith sample and y is actual value 

in total N samples. 

Analysis of Power output prediction with respect to 

different parameters, in which one at a time and then all 

together taken as input to DenPow model, is shown figure 

4.  The graph shows the effective parameter is irradiance. 
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A comparative of model with 9 layers and 10 layers is 

shown in figure 5. The 11 layered model shows better 

performance and prediction very near to actual. 

 
Fig 4: Individual parameter based analysis compared with 

actual Power Generation 

 

Fig 5: Comparative of prediction of models with 9 

layers and 10 layers with DenPow 

The performance is evaluated for prediction of power 

generation in which the recorded data of entire year of 2018 

is used for training and data for 2019 is predicted. The per 

day error analysis is performed for DenPow Model. The 

performance of prediction for 5 Days and it’s percent error 

is shown in figure 6 and 7 respectively.  

 
Fig 6: Prediction performance 

 
Fig 7: Percent prediction error analysis 

The analysis with the use of K-fold approach is performed 

in which 5 folds are done for training the model. The 

performance in terms of RMSE is seen improved in 5th fold 

of the training. There are 35040 samples in the dataset of 

entire year recording. In the 5-fold analysis, the dataset is 

split in 80%-20% parts for training and validation sets. The 

validation set as gets selected randomly in each fold, the 

average RMSE value goes on decreasing in each fold and 

found minimum in 5th fold 
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Fig 8: 5-fold analysis 

4.2 Comparative Analysis 

(González Ordiano et al., 2016), have focused on 

development of system for forecasting PV output on data 

driven models and without considering weather data. The 

models used show experimentation with artificial neural 

network (ANN) with 6 neurons. The model shows less 

RMSE compared to other models in their paper. This model 

is compared with DenPow model for finding out the better 

model. 

(G. Li et al., 2019) used recurrent neural network (RNN) for 

forecasting the PV output. The intra-day data input based 

comparative analysis in this paper shows LSTM as better 

model for forecasting the PV output. The performance 

evaluation strategy from authors include analysis of mean 
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absolute percent error (MAPE) estimation at different time 

horizon. We consider the data with 15 minutes time interval 

on the same model for comparative analysis. 

(AlKandari et al., 2022) developed an RNN model with the 

combination of LSTM and Auto-GRU layers. The ensemble 

approach used during composition of hybrid model of 

machine learning, the weighted averaging with linear and 

nonlinear approach and simple averaging are combined. The 

performance of this model is compared with our DenPow 

Model.  

(Lim et al., 2023) developed a hybrid model with 

combination of CNN and LSTM. The 1D CNN model 

focuses on forecasting of weather data while the predicted 

vector is fed to LSTM layer which then predicts the power.  

The mean absolute percent error is given as, 

𝑀𝐴𝑃𝐸 = 𝑀𝐴𝐸 ∗ 100 

... (6) 

Where MAE is estimated by using equation (5). 

Table 2 : Comparative Results 

Method/Parameter RMSE MAE MAPE 

ANN6 (González Ordiano et al., 

2016) 

0.32 0.042 4.2% 

RNN (G. Li et al., 2019) 0.231 0.036 3.6% 

RNN-LSTM-

AutoGRU(AlKandari et al., 

2022) 

0.129 0.0877 3.4% 

CNN-LSTM(Lim et al., 2023) 0.4387 0.34 7.21% 

DenPow 0.012 0.029 2.9% 

 

 

Fig 9: Comparative analysis of state-of-the-art methods 

and DenPow performance 

 

Fig 10: Comparative of Power Generation 

Prediction 

Figure 9 ,10 and table 2 shows the comparative analysis of 

proposed DenPow model with other models. The proposed 

model shows good match with that of actual power with 

slight error in prediction. 

5 Conclusion 

This paper contributes for solar power generation 

forecasting using yearly data for training the deep neural 

network model for predicting next year power generation. 

The DenPow model is proposed which shows better results 

with maximum up to 3% error while predicting the power 

generation using yearly historic data. The data contains 

various parametric values of solar irradiation. Also, 

simultaneous of different weather parameters are also used 

during training of the proposed model. The comparative 

study is performed to identify the significance of each 

parameter with respect to error in prediction. Also, it is 

observed that all the parameters play important role for 

boosting the prediction accuracy. Based on experimental 

observations, the multiple parameters based approach is 

most suitable for better accuracy. The comparative analysis 

shows that the proposed model outperforms over state-of-

the-art methods.  
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