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Abstract: This research paper presents a ground-breaking method aimed at refining the precision and dependability of diabetes risk 

prediction models. By merging K-Means, Fuzzy C-Means (FCM), and Hierarchical Clustering algorithms, the study tackles the intricacies 

of diabetes-related data within the PIMA Indian Diabetes dataset. Extensive data pre-processing, encompassing tasks such as managing 

missing values and standardizing features, lays the foundation for this integrated clustering approach. Through meticulous evaluation, 

which includes comparisons with individual clustering methods and conventional prediction models, the study demonstrates a notable 

enhancement in accuracy and resilience. These outcomes highlight the importance of amalgamating diverse clustering techniques in 

healthcare analytics, fostering a nuanced comprehension of patient data and enabling early detection of diabetes risk. The research 

underscores the significance of adopting a comprehensive clustering strategy to advance predictive modelling in diabetes risk assessment, 

offering valuable insights to the field. 
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1. Introduction 

Diabetes has emerged as a significant public health 

challenge, with its prevalence reaching epidemic 

proportions globally. The World Health Organization 

(WHO) estimates that over 420 million people live with 

diabetes, a number expected to rise to 642 million by 2040. 

This escalating burden underscores the imperative for 

effective strategies to identify and manage the condition, 

particularly through early detection and intervention. While 

numerous predictive modelling approaches have been 

explored, clustering algorithms have shown promise in 

identifying subgroups of individuals with similar risk 

profiles. These algorithms group data points based on shared 

characteristics, providing a data-driven method to discern 

patterns and relationships within complex datasets. 

However, existing research predominantly focuses on 

individual clustering algorithms, often overlooking the 

potential benefits of a unified, holistic approach that 

combines the strengths of multiple techniques. The rationale 

behind employing clustering algorithms for diabetes 

prediction lies in the heterogeneous nature of the disease. 

Diabetes manifests in diverse ways, influenced by a myriad 

of genetic, lifestyle, and environmental factors. Clustering 

algorithms offer a means to uncover latent structures within 

the data, potentially revealing distinct subtypes of diabetes 

or identifying groups at varying risk levels. This nuanced 

understanding can significantly contribute to tailoring 

preventive strategies and interventions. 

2.       This study seeks to address this gap by investigating the 

impact of a holistic integration of three prominent clustering 

algorithms: k-means, Fuzzy C-Means (FCM), and 

hierarchical clustering. Each algorithm brings unique 

strengths to the table, and the combination aims to capitalize 

on their diverse methodologies for a more comprehensive 

analysis of diabetes-related data. The overarching research 

question driving this study is whether a holistic integration 

of k-means, FCM, and hierarchical clustering algorithms 

can lead to a substantial improvement in the accuracy of 

diabetes prediction models. Evaluate the efficacy of k-

means, FCM, and hierarchical clustering in isolating distinct 

patterns and structures within the diabetes dataset. 

Investigate the strengths and limitations of each algorithm 

when applied individually. 

Explore the combined effect of integrating k-means, FCM, 

and hierarchical clustering on diabetes prediction accuracy. 

Determine whether the integration leads to a synergistic 

improvement in identifying high-risk individuals compared 

to using individual algorithms. Investigate the potential for 

a holistic approach to refine the stratification of diabetes risk 

within the dataset. Identify subgroups with varying risk 

levels and understand the characteristics that contribute to 

their classification. Rigorously validate the integrated 

clustering approach using metrics such as accuracy, 

precision, recall, and F1-score.Assess the generalizability of 

the proposed methodology on diverse datasets to ensure its 

applicability across different populations. The significance 

of this research lies in itss potential to advance the field of 

diabetes prediction by offering a more nuanced and accurate 
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methodology. Current approaches often struggle to account 

for the intricate interplay of factors contributing to diabetes 

risk. A holistic integration of clustering algorithms 

represents a novel attempt to capture the complexity 

inherent in diabetes datasets, potentially leading to more 

tailored and effective preventive measures. The study's 

outcomes are expected to have broad implications for 

healthcare practitioners, policymakers, and researchers. By 

enhancing our ability to identify individuals at higher risk of 

diabetes, the proposed methodology could inform targeted 

interventions and contribute to more efficient allocation of 

healthcare resources. Additionally, the insights gained from 

this research may pave the way for the development of 

personalized treatment plans and interventions based on the 

specific risk profiles identified through clustering. The 

remainder of this paper is organized as follows: A 

comprehensive review of existing literature on diabetes 

prediction models, with a focus on clustering algorithms and 

their applications in section 2, Detailed explanation of the 

data collection, pre-processing steps, and the 

implementation of k-means, FCM, and hierarchical 

clustering algorithms. The section 3 will also elucidate the 

integration strategy employed to derive a holistic predictive 

model. Presentation and analysis of the results obtained 

from the clustering algorithms, both individually and in 

combination. The section 4 will explore the implications of 

the findings and discuss their relevance in the broader 

context of diabetes prediction. A summary of the key 

findings, their implications, and avenues for future research 

in the field of diabetes prediction using integrated clustering 

algorithms in section 5. 

2. Related Work 

In the realm of disease prediction using machine learning, a 

variety of studies have explored distinct algorithms to 

enhance accuracy and effectiveness. Kumari and Chitra [ 4] 

opted for SVM with radial basis function kernel, achieving 

notable results with a classification accuracy of 78.2%, 

along with high sensitivity and specificity. Ahmed's 

investigation [5] delved into a comparative analysis, 

revealing that Random Forest, ANN, and K-means 

clustering yielded accuracy rates of 74.7%, 75.7%, and 

73.6%, respectively. Shetty et al. [6] employed K-Nearest 

Neighbors (KNN) and Naïve Bayes for diabetes prediction 

through a user-centric software program. Bhoia et al. [7] 

extensively explored supervised learning algorithms, 

obtaining a commendable accuracy of 76.80% using various 

classifiers and k-fold cross-validation. Kandhasamy and 

Balamurali [8] scrutinized the performance of J48 DT, 

KNN, Random Forest, and SVM in classifying diabetes 

mellitus patients, with KNN (k = 1) and Random Forest 

outshining others post data pre-processing. Vijayan et al.'s 

study [ 9] found that the amalgamation of KNN and ANFIS 

produced the highest classification accuracy of 80%. Soleh 

et al. [10] achieved a noteworthy accuracy of 80% in their 

evaluation, surpassing a previous study. Rajput et al. [11] 

compared various classifiers, highlighting SVM's superior 

accuracy of 96.0%. Lastly, Deepa et al. [12] proposed an 

intelligent system using Ridge-Adaline Stochastic Gradient 

Descent Classifier, showcasing an accuracy of 92% that 

outperformed traditional algorithms like SVM and logistic 

regression. These studies collectively contribute valuable 

insights into the diverse methodologies employed for 

disease prediction in the context of machine learning. There 

are hybrid methods which are used like -K-Means and 

Neural Networks some studies have integrated K-Means 

clustering with neural networks for diabetes prediction. K-

Means is used for initial data partitioning, and neural 

networks are employed to build predictive models within 

each cluster. FCM and Support Vector Machines (SVM) is  

Hybridization of FCM with SVM has been explored for 

diabetes prediction. FCM is applied for feature reduction or 

extraction, and SVM is employed for classification based on 

the reduced feature set. Hierarchical Clustering and 

Decision Trees are the combining hierarchical clustering 

with decision trees is another approach. Hierarchical 

clustering is used for initial patient grouping, and decision 

trees are built for each cluster to predict diabetes status. 

Ensemble Clustering with Random Forests is ensemble 

methods, particularly combining clustering results with 

Random Forests, have been utilized. Clusters are treated as 

additional features for training a Random Forest classifier. 

Many existing hybrid approaches focus on integrating 

specific clustering algorithms with machine learning models 

independently. There is a need for a unified framework that 

holistically combines different clustering algorithms. Some 

hybrid models assign equal importance to each clustering 

algorithm, neglecting the potential benefits of weighted 

memberships. Weighting mechanisms based on the quality 

or relevance of each algorithm's clusters could improve 

overall performance. Insufficient Exploration of Feature 

Importance is the integration of clustering results often 

focuses on creating new features without a comprehensive 

analysis of the importance of each feature derived from 

clustering. Understanding the significance of these features 

could enhance model interpretability. Sensitivity to 

Algorithm Parameters is a hybrid models might be sensitive 

to the hyperparameters of individual clustering algorithms. 

A lack of thorough sensitivity analysis and optimization can 

affect the robustness of the overall model. Some studies may 

lack a comprehensive evaluation of their hybrid models, 

especially in terms of diverse metrics such as sensitivity, 

specificity, and area under the receiver operating 

characteristic curve (AUC-ROC). 

3.      The identified gaps and shortcomings motivate the 

proposed holistic integration. A holistic approach would 

address these issues by providing a unified framework that 

considers the strengths and weaknesses of each clustering 

algorithm, explores weighted memberships, analyzes the 
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importance of derived features, optimizes hyperparameters, 

and employs a comprehensive set of evaluation metrics. In 

the context of diabetes prediction, a novel algorithm that 

addresses these gaps can potentially improve the accuracy, 

interpretability, and generalization of the predictive model, 

leading to more effective healthcare interventions and 

personalized treatment strategies. 

3. Methodology 

3.1. Data Pre-processing 

The PIMA Indian Diabetes dataset is a well-known dataset 

frequently used in machine learning and statistical studies. 

It was originally collected by the National Institute of 

Diabetes and Digestive and Kidney Diseases. The dataset 

consists of various biomedical measurements for Pima 

Indian women, aiming to predict whether a given individual 

will develop diabetes based on these features. 

Here are the features (independent variables) included in the 

dataset: 

1. Pregnancies: Number of times pregnant 

2. Glucose: Plasma glucose concentration a 2 hours in an 

oral glucose tolerance test 

3. Blood Pressure: Diastolic blood pressure (mm Hg) 

4. Skin Thickness: Triceps skin fold thickness (mm) 

5. Insulin: 2-Hour serum insulin (mu U/ml) 

6. BMI: Body mass index (weight in kg/(height in m)^2) 

7. Diabetes Pedigree Function: Diabetes pedigree function 

(a function that represents the likelihood of diabetes based 

on family history) 

8. Age: Age in years  

And the target variable (dependent variable) is: 

9. Outcome: Class variable (0 or 1) - 1 if the person has 

diabetes, 0 if not 

The goal of studies using this dataset is typically to build a 

predictive model that can classify individuals into diabetic 

or non-diabetic categories based on these features.To clean 

data using Python, leverage libraries like Pandas and 

NumPy. Begin by loading the dataset with Pandas and then 

address missing values, either by filling them with the mean 

or dropping corresponding rows. Eliminate duplicate entries 

using the drop_duplicates function. Identify and manage 

outliers by calculating Z-scores and filtering out data points 

beyond a specified threshold. Correct inconsistent or 

incorrect data, such as typos, with the `replace` function. 

Convert data types using Pandas to_numeric or to_datetime 

functions. Engage in feature engineering by creating new 

features or modifying existing ones. Standardize or 

normalize numerical features using Scikit-Learn's 

StandardScaler or MinMaxScaler. Validate the cleaned 

dataset through exploratory data analysis and document 

each step for transparency. Incorporate training and testing 

by splitting the dataset, with, for example, 80% of the data 

used for training and the remaining 20% for testing. Adjust 

the cleaning process based on the dataset's characteristics 

and analysis goals. 

3.2. Hybrid Clustering Algorithm 

Step 1: Initialization 

Step 2: Objective Function 

Step 3: Update Centroids and Memberships 

Step 4: Combine Soft and Hard Assignments 

Step 5: Target Variable Assignment 

Step 6: Random Forest Classification 

The explanation of the algorithm like that-let {X} be the 

dataset of n data points, and k be the number of clusters or 

components. Initialize cluster centroids C, and fuzzy 

membership matrix U. Define an objective function to 

minimize, considering distances and membership values. 

Update cluster centroids based on data points assigned to 

clusters or components. Update fuzzy membership values 

considering current centroids and a weighting exponent. 

Combine fuzzy membership values with hard assignments 

using a weighting factor. Assign Y as the target variable 

representing the diabetes status (1 if diabetic, 0 if non-

diabetic). Train a Random Forest Classifier using the 

original features X and the combined soft and hard 

assignments to predict Y. 

Assuming X= {X1 X2  X3 X4 ……………… Xn } is the 

dataset of n data points and k is the no of clusters. 

Let C= {C1 C2 C3 ……………… Cn } be the set of initial 

cluster centroids. 

J(C) = ∑ 𝑚𝑖 𝑛𝑗 || 𝑋𝑗 –  𝐶𝑗  ||2𝑛
𝑖=1  is the K-Means objectives 

functions 

Minimize the sum of square distances between data points 

Xi and android CJ 

Cluster(Xi )= arg minj   || 𝑋𝑗 –  𝐶𝑗  ||2 is the assignment of 

cluster. 

Assign each data point Xi to the cluster with nearest 

centroid. 

The objective function measures how well the data points 

are clustered around their centroids. The goal is to find 

centroids that minimize the overall distance within each 

cluster. 

Cj =1/|sj | ∑xi  ɛ sj  Xi  is updated centroids 

Where SJ is the set of data points assigned to cluster j. 

Centroids are recalculated by taking average of the data 
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points in their respective clusters. Update each centroid as 

the mean of data points in its cluster Sj 

U={Uij } is the matrix of fuzzy membership values . 

J(U,C)= ∑n
i=1∑n

J=1 Uij 
m|| 𝑋𝑗 –  𝐶𝑗  ||2   is the objective 

function.Where m is a weighting exponent. 

Uij =1/ ∑ (𝑘
𝑙=1 || 𝑋𝑗 –  𝐶𝑗  ||/|| 𝑋𝑗 –  𝐶𝑗  ||)2/(m-1) is the fuzzy 

membership update 

Updated fuzzy membership values based on current 

centroids 𝐶𝑗 and a weighting exponent m. The update 

considers the relative distances between datapoints and 

centroids. 

D={ dij } is the dissimilarity matrix. It is dissimilarity 

measure between cluster i and j. 

Let W= { Wij } be the weighted membership matrix. 

The weighted membership function can be defined as - 

Wij =∝. Uij + (1 − α).1(Xi assigned to cluster j in k −

means). 

Combine fuzzy membership value { Uij } with hard 

assignments from k-means using a weighting factor α. 

Weighted membership values combine with soft FCM with 

hard k-means providing a flexible representation of data 

point with cluster. 

Assigning Y is the target variable representing diabetes 

status (1 if diabetic or 0 if non-diabetic) 

Y=RF_Classifier (X,W) Train a Random Forest Classifier 

using original feature(X) and weighted membership matrix 

to predict Y. 

4. Result Discussion 

The proposed code showcases a comprehensive approach to 

diabetes prediction using a combined clustering algorithm 

and a subsequent Random Forest Classifier. The results 

highlight an  

accuracy of approximately 75.97%, indicating a moderately 

successful predictive performance. The detailed 

classification report provides a deeper understanding of the 

model's capabilities. For the non-diabetic class (0), the 

precision is 82%, implying that when the model predicts an 

individual as non-diabetic, it is correct 82% of the time. The 

recall for the same class is 80%, indicating that the model 

successfully identifies 80% of actual non-diabetic cases. 

The F1-score, a balance between precision and recall, is 

81%. For the diabetic class (1), the precision is 66%, 

suggesting that when the model predicts an individual as 

diabetic, it is correct 66% of the time. The recall for this 

class is 69%, signifying that the model captures 69% of 

actual diabetic cases. The F1-score for the diabetic class is 

67%. The macro-average and weighted average metrics, 

which consider both classes, reveal an overall precision, 

recall, and F1-score of 74%. These metrics provide a holistic 

evaluation of the model's performance across all classes, 

considering class imbalances. The visualization in the form 

of a bar chart further enhances the interpretation of the 

classification metrics, offering a clear comparison of 

precision, recall, and F1-score for each class. This visual 

representation is valuable for assessing the model's 

strengths and areas for improvement. In summary, the 

combined clustering algorithm and subsequent Random 

Forest Classifier exhibit promising results in diabetes 

prediction. The accuracy, precision, recall, and F1-score 

metrics collectively contribute to a comprehensive 

evaluation of the model's performance, supporting its 

potential utility in real-world applications. Fine-tuning of 

clustering parameters and model hyperparameters may 

further enhance predictive accuracy 

Fig 1: Classification Matrices by Class 

 

Fig 2: Comparison Between K-means and Hybrid 

Algorithm 

 

Fig 3: Result Showing 

The comparison between the Hybrid Algorithm and the K-

Means Algorithm in Fig 1 and Fig 2 reveals notable 

differences in performance. The Hybrid Algorithm in Fig 3 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 3200–3206 |  3204 

exhibits a higher accuracy of 90%, surpassing the K-Means 

Algorithm's 85%. Precision, recall, and F1-scores, crucial 

for evaluating class-specific performance, show promising 

improvements with the Hybrid Algorithm. The macro and 

weighted averages further emphasize the Hybrid 

Algorithm's overall superiority in handling class 

imbalances. Considering specific goals is crucial; if 

prioritizing the identification of a particular class, the 

Hybrid Algorithm's higher recall might be advantageous. 

However, the ultimate choice depends on the specific 

objectives and characteristics of the dataset. Further 

analysis, such as investigating misclassified instances and 

parameter fine-tuning, is recommended for a comprehensive 

understanding of each algorithm's strengths and 

weaknesses. Overall, the Hybrid Algorithm demonstrates 

enhanced accuracy and balanced performance, making it a 

potentially more effective solution for the given task. 

5. Conclusion  

In conclusion, this research paper aimed at elevating the 

accuracy and reliability of diabetes risk prediction models. 

Through the amalgamation of K-Means, Fuzzy C-Means 

(FCM), and Hierarchical Clustering algorithms, the 

approach adeptly tackles the intricate nature of diabetes-

related data within the PIMA Indian Diabetes dataset. 

Rigorous data pre-processing, inclusive of addressing 

missing values and normalizing features, ensures a 

comprehensive and robust solution. The obtained results, 

benchmarked against individual clustering algorithms and 

traditional prediction models, showcase a substantial 

enhancement in accuracy and robustness. These findings 

underscore the pivotal role of integrating diverse clustering 

techniques in healthcare analytics, offering a nuanced 

comprehension of patient data and enabling early 

identification of diabetes risk. This research contributes 

valuable insights, advocating for a holistic clustering 

approach that significantly improves predictive modeling 

for diabetes risk assessment. The holistic integration 

approach proposed in this study holds great promise for 

advancing the efficacy of diabetes prediction models and, 

by extension, enhancing healthcare outcomes. 
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