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Abstract: These The frequency of diabetes is surging at an astonishing and concerning pace,  and in a survey statistics, by 2040, 640 

million people will be a diabetic worldwide, out of which 90% having Type2 diabetes and 10% with Type1 diabetes and Gestational 

diabetes. World Health Organization (WHO) reported that India ranked second position in the diabetes prevalence. This paper focus on the 

systematical review and critical analysis of various applications and implications of predictive analytic in the context of Type 2 Diabetes 

management, highlighting its role in shaping proactive healthcare approaches and the life quality of the affected individuals by this 

condition get improved. As the prolonged state, diabetes heightens the susceptibility of patients to renal complications, coronary heart 

diseases, and vascular disorders. Therefore, through a comprehensive examination of studies, methodologies, and real-world 

implementations, this paper underscores the transformative impact of harnessing predictive analytics for the holistic understanding and 

management of Type 2 Diabetes.  
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1. INTRODUCTION 

A. Overview of Diabetes 

Diabetes is a multifaceted and intricate metabolic disorder, arising 

from inadequate insulin secretion by the pancreas' beta cells. The 

primary factor contributing to this condition is that irregular food 

intake irrespective of time, smoking and life style habits. There are 

four types of diabetes: Type1, Type2, gestational diabetes and pre-

diabetes. The immune system responsible for protecting the body 

from harmful infections, mistakenly attacks and destroys the beta 

cells in the pancreas. So, the pancreatic beta cells produce little or 

no insulin. This causes the flow of glucose level is high in the blood 

stream and this state is refereed as Type1 diabetes. While treating 

this, patients are given with insulin injections. Hence, it is called 

as Insulin Dependent Diabetes Mellitus. It can manifest at any age, 

often seen in children, adolescents, or young adults and requires 

lifelong insulin therapy.  

Type2 diabetes stands as the most prevalent form of diabetes in 

which blood glucose level is too high. The pancreatic beta cells 

produces insulin, but the body cells are no longer using the 

hormone efficiently. This leads to the higher flow of glucose in the 

blood stream, causes this T2D.  And this is common in older adults 

or 45+ ages. The cause of type2 diabetes is linked often with 

lifestyle factors, genetics and obesity. T2D can be managed by 

making life style changes, taking medications, exercises and 

regular check-ups.  

Gestational diabetes is common in the pregnant women and causes 

high blood sugar which affects the pregnancy as well as the baby’s 

health. Pre-diabetes state is in which, the level of the sugar in the 

blood stream is in abnormal range, but couldn’t categories as 

diabetic state. If untreated, it leads to serious health issues and 

causes type2 diabetes. By following the healthy life style and 

exercise, pre-diabetes can be curable. This paper focuses on the 

predictive models and the clinical factors involving in it. The 

parameters to diagnosis the diabetes are demographics (age, 

gender, and total quantity) and biological markers (HbA1c, BMI, 

and BP).  

B. Importance of Analysis in healthcare 

This research paper involves the data analytics in healthcare 

domain. The process of  analyzing the raw data, and find the 

knowledge and patterns to draw conclusions by identifying the 

insights of the data is known as Data analytics. It plays a significant 

role in the healthcare domain in order to improve the patient care 

by more accurately diagnosing the disease by examining the data 

sets, proposing a decision for the treatment and preventative 

measures. The health data to be collected by electronic health 

records (EHR) or by e-prescription services or by patient portals or 

by health related software apps. There are different types of health 

care analytics: Descriptive analytics is used for analyzing the past 

data to draw comparisons and discover patterns. Predictive 

analytics uses both historical and current data to gain insights into 

the data. Prescriptive analytics make predictions about future 

outcomes. Machine learning in data analytics constitutes model-

building automation for data analysis. 

Metrics used for Diabetes diagnosis 

 In predicting or diagnosing diabetes, various metrics or 

indicators can be used to assess an individual's risk or condition.  

These metrics are often derived from medical tests, measurements, 

and data analysis. Here are some common metrics used to find and 

assess diabetes in the table 1: 

Some of the other characteristics are family history, age and 

gender, physical activity level, genetic factors and the history of 

health. This paper is further organized in such a way that section II 
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as related work, section III as data set collection, section IV as 

steps in predictive model and section V as conclusions. 

2. RELATED WORK 

 According to the literature, researchers have employed machine 

learning algorithms to analyze Type 2 Diabetes (T2D) disease. 

Haixia Shang et al (2021)[1], identified the disease genes causing 

T2D. Weighted page rank algorithm is used to find the diabetes 

genes, which assigns higher rank to the set of genes and 

comparatively lower rank to other set of genes. They constructed 

bilayer network for proteomics and transcriptomics, respectively 

defined as protein to protein relation and gene to gene relation by 

DMI (Differential Mutual Information). In addition, gene to 

protein relation of DMI was found to examine the regulatory 

relationship. The limitation of this gene regulatory relationship is 

that, it gets affected by environmental factors such as diet, 

humidity, temperature, oxygen levels, cycles of light and the 

mutagens presence. 

 Liying Zhang et al (2021)[2], aim is to enhance the ability to 

recognize T2D effectively by Joint Bagging-Boosting Model. 

Random Forest in bagging model, classifies the data with row 

sampling and feature sampling with replacement, using multiple 

decision trees (DT). Gradient and Extreme Gradient Boosting 

algorithms are used. Gradient Boosting is used to find the best next 

model from the previous and minimizes the overall prediction 

error. In order to find the precise model, weight of the variables are 

considered in the Extreme Gradient Boosting and gets processed 

in the decision tree. Some of the demographic parameters involved 

are gender, age, marital status, Education level and the 

anthropometric information considered are waist to hip ratio, heart 

rate, and blood pressure.The limitation of RF is that, it is fast to 

train the data but low to create predictions, once they are trained. 

Gradient Boosting is more accurate than RF, but sensitive to 

outliers. XGBoost does not perform well on sparse and 

unstructured data.  

Table 1. Key metrics for diabetes detection 

Key 

Performance 

Indicating 

metrics 

Non 

Diabetic 

Range 

Diabetic 

Range 

Key 

Performance 

Indicating 

metrics 

Non Diabetic 

Range 

Diabetic 

Range 

Fasting 

Blood 

Glucose Test 

70 - 99 

mg/dL  

100 

mg/dL  

Body Mass 

Index (BMI) 

18.5 - 24.9 

kg/m² 

Overweight - 

25 kg/m² or 

higher  

Obese - 30 

kg/m² or 

higher 

Oral Glucose 

Tolerance 

Test 

Less 

than 

140 

mg/dL  

200 

mg/dL or 

higher 

Waist 

Circumference 

Men: 

<120cm (40 

inches) 

Men: ≥ 102 

cm (40 inches)  

Women: 

<88cm (35 

inches) 

Women: ≥ 88 

cm (35 inches) 

Hemoglobin 

A1c 

(HbA1c) 

Test 

< 5.7% 
6.5% or 

higher 

Blood 

Pressure 

< 120/80 

mmHg 

≥ 130/80 

mmHg 

(Elevated) or ≥ 

140/90 mmHg 

(Hypertension) 

Fasting 

Insulin 

Levels 

Normal 

range 

varies 

Elevated 

levels 

may 

indicate 

insulin 

resistance 

Cholesterol 

Levels 

HDL 

Cholesterol:  

HDL 

Cholesterol:  

Men: ≥ 40 

mg/dL  

Men: < 40 

mg/dL  

Women: ≥ 50 

mg/dL  

Women: < 50 

mg/dL 

Triglycerides: 

≥ 150 mg/dL 
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Triglycerides: 

< 150 mg/dL 

Total 

Cholesterol: ≥ 

200 mg/dL  

Total 

Cholesterol: 

< 200 mg/dL  

 

 Nada Y. Philip et al(2021) [3], identified a associations between 

patients biological markers and complications by proposing a suite 

for T2D in data analytics. There are three stages: classification, risk 

prediction and response for the treatment. In the profile 

classification of the patient, investigations are made based on the 

association of different patients. Cox’s Proportional Hazards 

model (CPH) is used to estimate risk factors and 10-Fold Cross 

Validation method is used for the treatment of response prediction. 

The attributes taken for consideration are demographics (age, 

gender, and total quantity) and biological markers (HbA1c, BMI, 

and BP). The violation of the proportional hazard assumption in 

the Cox Regression model can indeed lead to the creation of a false 

model that may not accurately represent the relationship between 

the predictor variables and survival time. The 10 Fold CV model 

needs to be trained K times at the validation step and it requires 

higher computational costs.  

 Benjamin Lobo et al (2021) [4], developed a drive of 

Continuous glucose monitoring CGM for every 2hours, in which 

RMSE (Root Mean Squared Error) was calculated. All-motifs 

algorithm and Classify algorithm are used to find the set of Daily 

profile representations. A set of 8 Candidate daily profiles and 

motifs (finite set of profiles) are identified by the All-motifs and 

Classify algorithms respectively. These motifs act like decorative 

images or designs that capture patterns from recurring forms. The 

features of the data sources are BMI, CLC, MDI, NR and SAP. 

Rather than real-time blood glucose levels, the measurement of 

interstitial glucose levels are found as a limitation.  

 Sumeet Kalia et al (2022) [5], investigates and estimates the 

diabetes by formulating the marginal structural model, by 

combining the drug therapies such as metformin, sulfonylurea and 

Sodium-Glucose Co-transporter (SGLT-2i). Metformin improves 

the body to take insulin and lowers the blood sugar level. 

Sulfonylurea is a drug used to increase the secretion of insulin and 

lowers the sugar level in the bloodstream. SGLT2i is an inhibitor 

which protects the heart and kidney failures by reducing the blood 

glucose. They considered two sets of cohorts such as naive and 

drop-in cohorts. The naive treatment means the patients are not yet 

taken treatment for a disease. And treatment drop-in are the 

patients started the medication but waiting for the outcomes. 

Machine learning pipelines are used for the 3 sections: longitudinal 

cohort, covariate balance, hypothetical prediction. The clinical 

parameters considered are BP, Weight, Hemoglobin A1c, lipid, 

ACR. This is considered as blackbox due to complexity. 

 Harleen Karur et al (2023) [6], the goal is to develop predictive 

models that can classify patients as diabetic or non-diabetic based 

on various risk factors, contributing to the global concern of rising 

diabetes cases. The specific models utilized are: SVM-Linear 

(Linear Kernel Support Vector Machine), Radial Basis Function 

K-SVM (Radial Basis Function Kernel Support Vector Machine), 

k-NN (K-Nearest Neighbors), ANN (Artificial Neural Network), 

MDR (Multifactor Dimensionality Reduction). By using R data 

manipulation tools, the above models are implemented. The Pima 

Indian diabetes datasets are anayzed in order to identify trends, 

patterns, and risk factors associated with diabetes. The ultimate 

aim is to enhance the accuracy of diabetes prediction through the 

application of these machine learning models. The potential 

limitations could include the dataset's representative and diversity, 

as well as the risk of over-fitting with complex machine learning 

models. 

3. Choosing A Machine Learning Algorithm For A Use 

Case 

 For the supervised learning, with the data sets, either by using 

regression or classification, the use cases is solved. The 

classification problems are resolved using  

⚫ Logistic regression (LR),  

⚫ Decision tree (DT),  

⚫ Random Forest (RF), 

⚫ XGBoost 

⚫ K-NN 

⚫ Weighted SVM 

⚫ Feed Forward Neural Networks (FNN) 

 How to decide the particular algorithm is used? Each and every 

algorithm has its own advantages and disadvantages. What is the 

strategy used to find the best model? The training of large data sets 

takes much time, while deciding the algorithms. The data 

visualization plays a major role in this concern. The seaborn 

libraries are used in the above case in pairplot. Initially, the datasets 

are classified into independent and dependent features. The 

bivariant data are plotted in the pairplot, in order to choose the type 

of classification algorithm to be used. While considering the 

datasets, if there is no overlapping or less and can able to draw a 

best fit line to divide the particular points clearly, then logistic 

regression is used. The accuracy is high; so for linear classification, 

logistic regression is used. In case of non-linear classification, that 

is, if there is an overlapping in the points, then Decision Tree or 

Random Forest or KNN is used. 

A. Logistic Regression 

The sigmoid function is the representation of logistic regression 

models and is given by and is explained in the figure 1 as follows: 

g (z)  =  
1

1 +  e−z 

The value of threshold is depending on two factors, such a 
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precision and recall. Theoretically, the value of both precision and 

recall are 1. But, in the real case this trade-off is not possible. 

B. DECISION TREE 

A decision tree is most commonly used to find the classification 

and regression. It is used for making the decisions. The 

classification tree is used to classify the target patients are survived 

or not alive. The regression tree gives the continue monitoring of 

the target patients.  

 

Fig. 1.  Sigmoid function of LR 

Regression = sum(y — prediction)² 

Classification:  

G =  SUM (pk  ∗  (1 −  pk) 

Here, pk is same class inputs proportion present in a particular 

group. 

Lets consider, two features, Feature_A and Feature_B and the goal 

is to predict either class 0 or 1. 

IF Feature_A <= Threshold_A: 

    IF Feature_B <= Threshold_B: 

        Prediction: Class 0 

    ELSE: 

        Prediction: Class 1 

ELSE: 

    Prediction: Class 1 

Where, Feature_A and Feature_B are the feature values and  

Threshold_A and Threshold_B are the decision thresholds for the 

features. 

 

C. Random Forest (RF) 

 Random forest is a technique of ensemble , which involves the 

combination of number of models as given in fig 2. For making 

predictions, numbers of models are considered instead of an 

individual model. There are two types of methods, bagging and 

boosting. 

 Bagging: The sample training data with replacement is given, 

to create different training subsets. The majority voting is stated as 

the final output. Boosting: The sequential model is created to 

combine the weak learners into strong learners and in such a way 

that the final model with highest accuracy. 

This is given by the formula as follows: 

Random Forest = DT (base learner) + bagging (Row sampling with 

replacement) + feature bagging (column sampling) + 

aggregation(mean/median, majority vote) 

D. XGBOOST 

A machine learning algorithm, describes about the distributed 

gradient boosted decision tree is referred as Extreme Gradient 

Boosting (XGBoost) as shown in fig 3. 

 

 

Fig. 2.  Work flow of Random Forest 

This is given by the formula as follows: 

Random Forest = DT (base learner) + bagging (Row sampling with 

replacement) + feature 

   bagging (column sampling) + 

aggregation(mean/median, majority vote) 

E. XGBOOST 

A machine learning algorithm, describes about the distributed 

gradient boosted decision tree is referred as Extreme Gradient 

Boosting (XGBoost). XGBoost is used for the problems such as 

regression, classification and ranking. 

 

Fig. 3.  Workflow of XGBoost 

The precision score of the individual decision tree is given by  

 

Where, k - number of trees, 

f - Functional space and F - possible set available    

F. K-NEARST NEIGHBOR (KNN) CLASSIFIER 

 The k-Nearest Neighbors (KNN) algorithm classifies new data 

points based on the similarity measure between these new data 

points and the earlier data points in the training dataset.  KNN is 

measured by distance function and is given by 
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G. WEIGHTED SUPPORT VECTOR MACHINE(SVM) 

SVM gives a better results on smaller datasets and is categorized 

as supervised algorithm. SVM can be used for regression and 

classification. Both SVM and logistic regression are used to find 

the hyperplane, but LR is a probabilistic approach whereas SVM 

is based on statistical approach. The hypothesis function (h) for 

SVM is given by 

 

This weighted SVM allows differential weight allocation based on 

the classes which are imbalance and more critical than others. So 

this mechanism provides different importance to each classes. 

H. FEED FORWARD NEURAL NETWORK (FNN) 

FNN is used to predict the category or class of the input data. It is 

a type of Artificial Neural Network, also known as MLP Multilayer 

Perceptron, belongs to supervised learning algorithms. It 

comprises of input, hidden and output layers. Each layer consist of 

neurons (nodes), receives inputs and performs a weighted sum and 

an activation function, produces an output as predictions. The feed 

forward model is given by, 

y = f* (x) 

Where, input x is assigned to category y. 

4. METHODOLOGY 

In this paper, the different phases get involved in analyzing the 

diabetes datasets. The framework of machine learning and a deep 

learning techniques are illustrated in Figure 4. Colab is used for the 

entire implementation. The packages such as NumPy, Pandas, 

Scikit, tensorflow, keras and Matplotlib are used to analysis the 

data.  

 

4.1 Datasets: 

 The PIMA dataset is used for analysis. It consist of 768 

observations / rows and 9 variables. The variables or attributes are 

pregnancies, glucose, blood pressure, skin thickness, insulin, BMI, 

diabetes pedigree function, age and outcome.  

Description about the PIMA dataset: 

Pregnancies - Number of times a woman has been pregnant; 

Glucose - By Oral glucose tolerance test, Plasma glucose 

concentration of 2 hours is taken; Blood Pressure - Diastollic blood 

pressure in mmHg; Skin Thickness - Triceps skin fold thickness in 

mm; Insulin - 2hour serum insulin in mu U/ml; BMI - Body Mass 

Index; Diabetes Pedigree Function - diabetic score based on family 

history; Age - Age in years; Outcome - 0:Non-diabetic, 1:Diabetic 

patient. 

The PIMA diabetic dataset is a CSV file and read the file using 

Pandas function. 

4.2 Exploratory Data Analysis: 

While describing the data, spread across the table, it has been 

observed that the minimum value of some variable is zero, but 

cannot be so in medical grounds. So, such values are replaced with 

median/mean value depending on the distribution in the data 

cleaning process. In the similar case, maximum value also so high 

as 846 in the insulin. This can be treated as outliers. 

4.3 Data Cleaning: 

The critical step in the data analysis is the data cleaning. The 

identification of the missing values, handling of the duplicated 

data, dealing with outliers, handling of irrelevant data and the 

removal of unnecessary variables based on the requirement plays 

a vital role in the modeling and to achieve best accuracy rate. As 

the new data is collected then regularly revisit and update the data 

cleaning is essential. 

 

 

Fig. 4.  Framework of the model 

4.4 Data Visualization: 

The plotting of different graphs, ensures about the data that 

extracted is suited for the specific model. In order to check where 

the data set is balanced, then Count Plot is used. The histogram is 

used to verify if the data is normally distributed  or not. The box 

plot is used to analyse the distribution of data and to look into the 

outliers; the scattter plot is to understand the relationship between 

the variables. 

 

 

Fig. 5.  Outcome Variable - Diabetic vs Non-diabetic measure 

(Imbalanced data) 

4.5 Feature Selection: 

Pearson’s Coorelation Coefficient: 

It is a measure of the linear relationship between the two variables. 
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It is used to evaluate the strength of association of the two 

continuous variables. The measure of coefficient ranges from -1 to 

1, where, 1 indicates a perfect positive linear relationship, -1 

indicates a perfect negative linear relationship, and 0 indicates no 

linear relationship. 

In the heatmap figure, it is observed that, Glucose, BMI and age 

are correlated closely to the Outcome variable. Blood Pressure, 

Insulin and DiabetesPedigreeFunction are less related to the 

outcome variable. 

4.6 Build the Classification Algorithms: 

The PIMA diabetic datasets is analyzed with machine learning and 

deep learning models. The analysis report of the models are shown 

in the below tables. By using the PIMA datasets, the models such 

as LR, DT, RF, XGBoost, KNN, Weighted SVM and FNN are 

analyzed. 

 

Fig. 6.  Histogram of each variable in the datasets 

Observation : The variables such as Glucose and Blood Pressure 

are normally distributed and the remaining are skewed 

 

Fig. 7.  Box Plot - to find outliers 

The most relevant features are selected, the outliers are handled 

and are divided into two portions for training and testing. The 

datasets are splitted in such a way that, 80% for training and 20% 

for testing. Then, the models are build to determine the 

performance metrics. 

 

Fig. 8.  Correlation score with different features 
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 As per the above table, the correlated variables are considered 

and developed the model in order to predict the outcome variable. 

The primary criterion for evaluating the performance of a machine 

learning model is its accuracy, which represents the proportion of 

correctly classified instances out of the total instances. Among all 

the models evaluated, the Feed Forward Neural Network (FNN) 

achieved the highest accuracy score of 82%. This indicates that the 

FNN model was able to predict diabetes with the highest level of 

accuracy compared to the other models. 

 Neural networks, especially feed-forward neural networks, are 

known for their ability to capture complex nonlinear relationships 

in the data. Unlike simpler models like Logistic Regression and 

Decision Trees, FNNs can handle more intricate data patterns, 

making them more flexible and adaptable to different types of data. 

This flexibility likely contributed to the superior performance of 

the FNN in this study, shown as Figure 9. 

 

Ensemble Methods and Regularization 

 

 Random Forest and XGBoost are ensemble methods that 

combine multiple weak learners to improve prediction accuracy 

and generalization. While these ensemble methods performed well 

with accuracy of 81% and 78% respectively, the FNN 

outperformed them with an accuracy of 82%. Moreover, neural 

networks inherently include regularization techniques, such as 

dropout and weight decay, which help prevent overfitting and 

improve the model's generalization capability. 

 

 

Fig. 9. Accuracy measures of different models 

Comparison with Other Models 

The other models, including Logistic Regression, Decision Tree, 

k-Nearest Neighbors, and Weighted Support Vector Machine, 

achieved accuracies ranging from 71% to 78%. Although some of 

these models performed reasonably well, they were outperformed 

by the FNN in terms of accuracy. 

5. Conclusions 

This paper represents the detailed view of predictive modelling and 

is in-corporate with data analytics to analyse the biological and 

demographic data sets of type2 diabetes patients. As per the above 

papers survey, some research gaps has to be addressed, that are the  

usage of larger datasets, outlier or abnormalities detection, 

improving the prediction model, can combine the optimization 

technique with hybrid model, application can be developed to 

identify the disease in the android,  and usage of datasets of 

multiple classes.  

Based on the comparative analysis of the machine learning models 

for predicting diabetes, the Feed Forward Neural Network (FNN) 

emerged as the most favorable model with an accuracy of 82%. 

The FNN demonstrated superior performance due to its ability to 

capture complex relationships in the data, inherent regularization 

techniques, and higher accuracy compared to other models. 

Therefore, for predicting diabetes using the given dataset, the FNN 

is recommended as the preferred machine learning model. 
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