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Abstract: As the enhanced energy crisis, wind power generated through wind turbines, widely known as a bright renewable energy 

source, is being mostly utilized. As a result, wind energy forecasting, notably wind speed forecasting is crucial for power energy 

management and production-consummation balance. Nevertheless, wind speed prediction is deeply challenging due to its non-stationary 

and nonlinear character. The main research aim to develop an effective paradigm for wind speed estimation based on recurrent neural 

network. Three topologies are proposed namely the modified Elman neural network, the Jordan neural network and the hybrid model that 

combines the latest cited networks. The mentioned forecasting models are evaluated through various statistical metrics mainly the 

normalized root mean squared error, the mean absolute percentage error and the correlation factor. The experimental results show that the 

predictors performed satisfactory forecasts. While, the efficiency index is slightly finer using the hybrid algorithm with an R-ratio equal 

to 99%. The estimated wind power is derived through the forecasted wind speed via a mathematical model. The derived generated power 

is utilized for Wind/Battery energy management in isolated area. The proposed supervision algorithm raises the wind power use to 92%. 
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1. Introduction 

The energy consummation is widening all over the word. Sources 

of energy based on Fossils threat the environment with their huge 

gas emission. Thus, renewable energies are the green solution to 

generate a clean and durable energy. One of the most prospective 

sustainable energy is the wind power [1]. However, the most 

inherent problem of the wind power is the wind speed fluctuation. 

Hence, wind power forecasting through wind speed is the most 

considering issue to exploit this clean energy [2]. As the 

generated wind power is proportional to the cubic of the wind 

speed, a small variation of the speed can affect the produced 

power. Thus, its prediction should be based on effective tools that 

offers excellent forecast with a minor error. Recently, many 

researches are steering on renewables energies production 

forecast. The forecasters can be partitioned on three classes: 

physical, statistical and deep learning. Physical models requisite 

meteorological data such us shadow, pressure, solar irradiation, 

ambient temperature and density. They demand enormous 

computing sources and their efficiency is not guaranteed [3]. 

Statistical topologies utilize the linear relationship hypothesis and 

the historical data. Their utilization for wind speed estimation is 

painful owing its nonlinear character [4]. One of the statistical 

model the autoregressive moving average (ARMA) and the 

autoregressive integrated moving average (ARIMA) [5]. 

Artificial intelligence models are significantly used on prediction 

by dint of its applicability for time series presenting a nonlinear 

form [6]. They can be divided into two categories. The first type 

is the feed forward neural network such us the multilayer 

perceptron network [7], the radial basis neural network [8] and 

the generalized neural network [9]. The second type is the 

recurrent network. It presents both forward and backup path. It 

offers the ability to get information from the previous sate and 

utilizes it on the future. This advantage improves the wind speed 

prediction accuracy. 

The main research presents a comparative study between three 

recurrent networks namely the modified Elman neural network 

(M-ENN), the Jordan neural network (JNN) and the hybrid model 

that combines the latest topologies (MEJNN). Their performance 

is evaluated through metric evaluators. The forecasted wind 

speed is deployed for deriving the wind power. The generated 

energy is employed for isolated area electrification with the use 

of batteries as storage system. The management algorithm aims to 

boost the use of the sustainable source of energy. The study plan 

is summarized on the organogram in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                  Fig. 1.  Prediction and management organogram 

The remaining paper is organized as follow: section 2 presents 

the various recurrent predictors and the statistic metric. Section 3 

describes the mathematical model of the wind turbine and the 

battery. Section 4 shows the simulation results. Section 5 outlines 
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the conclusion. 

2. Methodologies description 

Recurrent neural networks (RNN) present an internal feedback 

loop to stockpile information for later use. This information 

improves the prediction accuracy. Three RNN have been utilized: 

the M-ENN, JNN and MEJNN. Their description is cited below. 

The accuracy of each predictor can be evaluated through various 

statistic metrics. 

2.1. Modified Elman Neural Network 

The main difference between the old version and this one appears 

on the pure delay time. The structure of the M-ENN is presented 

in figure 2. The context units are derived from the hidden units 

[10].  

 

 

 

 

 

 

 

 

 

Fig. 2.  MENN structure 

 

The input vector and the output of the MENN are described, 

respectively, in (1) and (2). 

𝑋 = 𝑥1, 𝑥2, 𝑥3, … . . , 𝑥𝑚, 𝑥𝑚+1, 𝑥𝑚+2, … … , 𝑥𝑚+1+𝑛                    (1) 

𝑌𝑘 = 𝑓𝑦𝑘 (∑ 𝑤𝑗𝑘𝑓𝑧𝑗
𝑛+1
𝑗=1 (∑ 𝑤𝑖𝑗𝑥𝑖

𝑚+1+𝑛
𝑖=1 ))          (2) 

Where 

(𝑥𝑚+2, … , 𝑥𝑚+1+𝑛  ) = (𝑧1(𝑡 − 1), … , 𝑧𝑗(𝑡 − 1))                    (3) 

𝑋 is the input vector, (𝑥1, 𝑥2, 𝑥3, … . . , 𝑥𝑚, 𝑥𝑚+1) are the input 

neurons, (𝑥𝑚+2, … … , 𝑥𝑚+1+𝑛  ) are the hidden context neurons,            

𝑦 is the actual output vector, 𝑧 is the hidden vector, 𝑤𝑖𝑗  is the 

weight values between the ith input neuron and the jth hidden 

neuron, and ‘𝑤𝑗𝑘 ’ is the weight values between the jth hidden 

layer and the kth output layer. 

2.2. Jordan Neural Network 

The structure of the JNN is displayed in figure 3. In this topology, 

the context units are involved from the output units [10].  

 

 

 

 

 

 

 

 

Fig. 3.  JNN structure 

 

The input vector and the output of the JNN are mentioned, 

respectively in (4) and (5). 

𝑋 = 𝑥1, 𝑥2, 𝑥3, … . . , 𝑥𝑚, 𝑥𝑚+1, 𝑥𝑚+2, … … , 𝑥𝑚+1+𝑜                    (4) 

𝑌𝑘 = 𝑓𝑦𝑘 (∑ 𝑤𝑗𝑘𝑓𝑧𝑗
𝑛+1
𝑗=1 (∑ 𝑤𝑖𝑗𝑥𝑖

𝑚+1+𝑜
𝑖=1 ))          (5) 

Where 

(𝑥𝑚+2, … , 𝑥𝑚+1+𝑜  ) = (𝑦1(𝑡 − 1), … , 𝑦𝑘(𝑡 − 1))                    (6) 

(𝑥1, 𝑥2, 𝑥3, … . . , 𝑥𝑚, 𝑥𝑚+1) are the input neurons, 

(𝑥𝑚+2, … … , 𝑥𝑚+1+𝑜  ) are the output context neurons. 

 

2.3. Modified Elman Jordan Neural Network 

The MEJNN is the combination of the MENN and the JNN. In 

this topology, the context units are displayed from both the 

hidden and the output units as shown in figure 4 [11].  

 

 

 

 

 

 

 

 

 

Fig. 4.  MEJNN structure 

 

The input vector and the output of the MEJNN are outlined in (7) 

and (8). 

𝑋 = 𝑥1, . . , 𝑥𝑚, 𝑥𝑚+1, 𝑥𝑚+2, . . , 𝑥𝑚+1+𝑛 , 𝑥𝑚+2, . . , 𝑥𝑚+1+𝑜          (7) 

𝑌𝑘 = 𝑓𝑦𝑘 (∑ 𝑤𝑗𝑘𝑓𝑧𝑗
𝑛+1
𝑗=1 (∑ 𝑤𝑖𝑗𝑥𝑖

𝑚+1+𝑛+𝑜
𝑖=1 ))          (8) 

Where 

(𝑥𝑚+2, … . , 𝑥𝑚+1+𝑛  , 𝑥𝑚+2, … . , 𝑥𝑚+1+𝑜) =

(
𝑧1(𝑡 − 1), … . . , 𝑧𝑗(𝑡 − 1)

𝑦1(𝑡 − 1), … . . , 𝑦𝑘(𝑡 − 1)
)                                                       (9) 

2.4. Statistic metrics 

Four metrics are designed for RNN performance accuracy 

namely: the Mean Squared Error (MSE), the Normalized Root 

Mean Squared Error (NRMSE), the correlation Factor (R value) 

and the Mean Absolute Percentage Error (MAPE). Their 

expressions are depicted below [12-13]. 

MSE =
1

𝑁
∑ (𝑦𝑅𝑖 − 𝑦𝑃𝑖̂)

2𝑁
𝑖=1                                                        (10) 

NRMSE =
√𝑀𝑆𝐸

1

𝑁
∑ 𝑦𝑅𝑖

𝑁
𝑖=1

                                                                    (11) 

Rvalue = 100
∑ ((𝑦𝑃𝑖̂−𝑦𝑝̅̅̅̅ )(𝑦𝑅𝑖−𝑦𝑅̅̅ ̅̅ ))𝑁

𝑖=1

[(∑ (𝑦𝑅𝑖−𝑦𝑅̅̅ ̅̅ )2𝑁
𝑖=1 )(∑ (𝑦𝑃𝑖−𝑦𝑃̅̅ ̅̅ )2𝑁

𝑖=1 )]
1
2

                            (12) 

MAPE =
100

𝑁
∑ |

𝑦𝑅𝑖−𝑦𝑃𝑖̂

𝑦𝑅𝑖
|𝑁

𝑖=1                                                         (13) 

Where 𝑦𝑅𝑖 is the real value, 𝑦𝑃𝑖̂ is the predicted value and 𝑁 is the 

number of observations. 

3. Wind turbine and battery model description 

The derived wind power was investigated to develop an optimal 

management algorithm in isolated area. The studied system 

encloses wind turbine and batteries. Their mathematical models 

and the management approach area described below. 

3.1. Wind turbine model 

The forecasted wind speed was utilized to estimate the generated 
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wind power based on the mathematical model depicted in (14) 

[14]. 

 

𝑃𝑊(𝑡) = {

0 ; 𝑊𝑆(𝑡) ≤ 𝑊𝑆𝑖  𝑜𝑟 𝑊𝑆(𝑡) ≥ 𝑊𝑆𝑜 

𝑃𝑊𝑁
𝑊𝑆

3(𝑡)−𝑊𝑆𝑖
3

𝑊𝑆𝑁
3−𝑊𝑆𝑖

3 ;              𝑊𝑆𝑖 < 𝑊𝑆

𝑃𝑊𝑁;               𝑊𝑆𝑁 ≤ 𝑊𝑆(𝑡) ≤ 𝑊𝑆𝑜 

(𝑡) < 𝑊𝑆𝑁       (14) 

Where: WS(t) is the wind speed at time t, WSi is the cut-in value, 

WSo is the cut- out value,  WSN is the nominal wind speed and 

PWN is the nominal wind energy. 

3.2. Battery model 

The batteries are introduced to compensate the energy in case of 

lack and to store the excess of energy. The battery mathematical 

model can be expressed using the expressions cited below [15]. 

𝐶𝑅(𝑡)
= 𝐶𝑅(𝑡−1)

+
𝜕𝑡

3600
 𝐼𝑏𝑎𝑡

𝑘𝑝                                          (15)                                  

𝑑𝑜𝑑𝑡 = 100 −  𝑠𝑜𝑐(𝑡)                                               (16)                                                                       

𝑠𝑜𝑐(𝑡) =
𝐶𝑅(𝑡)

𝐶𝑃
                                                                            (17)                                                                     

Where, 𝐶𝑅 is the battery charge, 𝜕𝑡 is the time difference between 

t and (t-1), 𝐼𝑏𝑎𝑡 is the battery current, 𝑘𝑝 is the Peukert 

coefficient, 𝑑𝑜𝑑𝑡 is the depth of discharge, 𝑠𝑜𝑐 is the state of 

charge, 𝐶𝑃 is the Peukert capacity. 

3.3. Wind/ Battery management approach 

The derived wind power was investigated to develop an optimal 

management algorithm in isolated area. The main system 

introduces batteries as storage system. The main criteria of the 

supervision approach intents to feed the load via the wind energy. 

In case of lack, the load requirements can be covered through the 

sustainable sources and the batteries. In case of excess energy, it 

can be stored on the batteries depending on their capacities. 

Another important criterion is batteries protection from excess 

charging and discharging by maintaining the state of charge 

between 20% and 80%. The flowchart of the management 

algorithm is presented in figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

Fig. 5.  Flowchart of the Wind/Battery management 

 

4. Simulation and results 

Wind speed prediction results and the management approach 

application were done using Matlab-mfile. The wind speed data 

are collected from the Research Center and Energy Technologies 

in Borj Cédria, Tunisia. They are presented by 5min step. The 

main database is stated from 4 November 2017 to 12 November 

2017. Below the simulation results was defined. 

4.1. Wind speed forecasts 

The available data were divided into training and testing. The 

wind speed data from 4 November to 9 November are utilized for 

training and validation of the designed recurrent networks. The 

rest of data is stacked for testing their performances. 

The predictors’ topologies incorporate two neurons in the input 

and the hidden layers. For the output layer one neuron is defined. 

The main difference appears on the context layers, the number of 

neurons for the M-ENN, JNN and the MEJNN is equal to 2, 1 

and 3 neurons, respectively. 

The cited matrix below describes the input and the output layer 

data for the testing process. 

𝐼𝑛𝑝𝑢𝑡 = (
𝑊𝑆,𝑡−2,12 𝑁𝑜𝑣

𝑊𝑆,𝑡−1,12 𝑁𝑜𝑣
)                                                           (18) 

𝑂𝑢𝑡𝑝𝑢𝑡 = (𝑊𝑆,𝑡,12 𝑁𝑜𝑣)                                                            (19) 

Figure 6 displays the forecasted wind speed in comparison with 

the testing records using the recurrent predictors. As is apparent, 

the designed models have a high degree of accuracy, as their 

forecasts are very close to real values. 

Based on the statistical evaluators presented in table 1, the hybrid 

MEJNN achieve the most reliable predictions with a MAPE and a 

correlation factor equal to 8.72% and 99.21%. MEJNN efficiency 

can be defined as it collects more informations from the contexts 

layers related to the hidden and the output layers. 

Table 2. Metric evaluators 

 M-ENN JNN MEJNN 

MSE (m/s) 0.11 0.12 0.06 

NRMSE (m/s) 0.08 0.08 0.06 

R-Value (%) 98.64 98.55 99.21 
MAPE (%) 9.75 11.45 8.72 

 

 

Fig. 6.  Wind speed forecasts 
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4.2. Wind/Battery management algorithm 

The studied system consist of a wind turbine, a multistring 

inverter and batteries as presented in figure 7. The main system 

aim to cover the load on an isolated area 

Fig. 7.  Wind /Battery system 

The estimated wind power can be deduced through the wind 

speed data forecasted using the MEJNN and the mathematical 

model cited previously. 

 

 

 

 

 

 

 

 

Fig. 8.  Estimated wind power 

The simulation results of the management algorithm are 

displayed in figure 9. It’s clear that the supervision approach has 

ensured the load requirements (𝑃𝐿) correctly based on the wind 

turbine and the batteries. 

 𝑃𝑊𝐿 presents the utilized wind power to feed the load. In case of 

lack, the batteries intervenes to compensate the deficit. 𝑃𝐵𝐿 is the 

storage system discharged power. The excess of energy designed 

with (𝑃𝐶𝐵) was stored on the battery bank. 

 

 

Fig. 9.  Management algorithm simulation results 

 

An excellent contribution of the wind turbine on feeding the load 

is equal to 92%.Only 8% were covered through the batteries as 

shown in figure 10. 

 

Fig. 10.  Batteries/Wind turbine contribution 

 

5. Conclusion 

The main research presents a comparative study between three 

recurrent neural networks. Impressive forecast were derived using 

the hybrid model witch combines both the modified Elman neural 

network and the Jordan network with a correlation factor in the 

range of 99.21%. The predicted wind speed was exploited for 

deducing the estimated wind power. In order to ensure a load 

supply continuity for isolated area, a management algorithm of a 

wind/battery system, was developed. The supervision approach 

deal with the designed load with an effective contribution of the 

sustainable source equal to 92%.  
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