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Abstract: The expeditious growth of electronic payment and e-commerce systems has brought unparalleled convenience to consumers 

globally. Yet, this digital transformation has concurrently fueled an increase in financial deception, notably under the guise of credit card 

fraud. It is paramount to identify and thwart these illicit activities to safeguard the trust and integrity of online transactions. In this paper, 

an innovative method is proposed that utilized the machine learning method in the realm of credit card fraud detection, with a specific 

emphasis on fortifying the security of e-commerce and electronic payment systems. In this scheme, we conducted extensive experiments 

using a dataset obtained from Kaggle in order to evaluate the effectiveness of our proposed technique. Different classifiers namely LR, 

DT and RF have been used in this proposed scheme. The RF model with oversampling yielded the highest accuracy, recall, precision, 

and F1 Score, which is 99.97%. Accordingly, it shows that RF classifiers are effective for oversampling. The outcomes of our assessment 

underscore its capability to notably bolster security within e-commerce and electronic payment systems. These findings emphasize the 

significance of harnessing machine learning methodologies in the continual effort to combat credit card fraud in the era of digital 

transactions. 
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1. Introduction 

In the age of digital transactions and e-commerce, the 

convenience of using credit cards has become an integral 

part of our daily lives. As the frequency of credit card usage 

has risen, so too has the unfortunate occurrence of credit 

card fraud [1]. Fraudulent activities, such as unauthorized 

transactions and identity theft, pose significant threats to 

both financial institutions and consumers alike. These 

vitriolic attempts not only result in substantial financial 

losses but also erode trust in electronic payment systems. 

Credit card fraud has two types: "inner card fraud" 

involving collusion between merchants and cardholders for 

cash fraud, and "external card fraud" with stolen or 

counterfeit cards used for unauthorized purchases and 

obtaining cash by buying easily convertible high-value 

items [2]. Though most activities are legal, the relatively 

small number of fraudulent ones can still result in 

substantial losses [3]. Machine learning methods have 

gained significant prominence in the sphere of credit card 

fraud detection owing to their capacity to rapidly scrutinize 

vast quantities of transaction data and pinpoint anomalies 

with exceptional accuracy. This fusion of technological 

prowess and financial vigilance constitutes a compelling 

avenue for upholding the integrity of credit card 

transactions [4]. In this research embarks on an exploration 

of credit card fraud detection by leveraging the capabilities 

of machine learning techniques. It delves deeply into the 

various methodologies, algorithms, and strategies employed 

to identify and counteract fraudulent activities, with the 

ultimate goal of bolstering the security and trustworthiness 

of electronic payment systems. By tackling the challenges, 

tracking advancements, and dissecting the subtleties within 

this constantly evolving field, this research endeavours to 

highlight the pivotal role that machine learning assumes in 

strengthening the foundations of financial security [5]. To 

traverse the fundamental principles underpinning credit card 

fraud detection, scrutinize the eclectic machine learning 

techniques employed, and critically assess their efficacy It 

also examines the limitations and ethical considerations 

associated with these systems, as well as exploring avenues 

for future research to further improve the accuracy and 

robustness of credit card fraud detection [6]. Through the 

utilization of data-driven knowledge and sophisticated 

algorithms, made a valuable contribution to the continuous 

strengthening of the underpinnings of electronic payment 

systems [7]. 

In light of the escalating challenge posed by credit card 

fraud, the convergence of cutting-edge technology and 

financial security has spawned a highly promising solution: 

machine learning [8]. In a realm where safeguarding 

financial integrity is of utmost importance, the synergy 

between machine learning and credit card fraud detection 

represents a profound opportunity [9]. In doing so, we can 

aspire to instil confidence and trust in both individuals and 

institutions, enabling secure digital transactions for all. 

Customer trust and satisfaction are essential to any 
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company's success and sustainability. This precisely gave us 

the motivation to work on this research idea using machine 

Learning Techniques. The safety of consumer financial 

transactions must always be guaranteed. Customers will be 

more likely to continue using a financial institution's or 

retailer's services if they believe their transactions are 

secure. The remaining sections of this paper have been 

structured as a literature survey in Section II, which 

involves systematically reviewing and summarizing existing 

research on credit card fraud detection to inform and 

contextualize this research. Introduction to Classifiers in 

Section III, which provides a brief overview of the 

classifiers Proposed methods and techniques are described 

in Section IV. Experimental Results and Analysis are given 

in Section V, which provides a detailed analysis and 

outcome of our work. In Section VI, the compression study 

and then in Section VII conclusion and Future scope are 

given. 

2. Literature Review 

Despite the promising advances in machine learning-based 

credit card fraud detection for e-commerce, there is a 

critical research gap and a notable deficiency in 

comprehending and countering adversarial attacks uniquely 

crafted to exploit these systems. The research question that 

highlights this gap is as follows: 

“To what extent are machine learning-driven  credit card 

fraud detection systems in e-commerce susceptible to 

adversarial attacks, and what tactics can be devised to 

strengthen their resilience and security in the face of such 

threats?” 

This research gap is vital due to evolving fraudster tactics 

exploiting machine learning model weaknesses, which are 

essential for long-term e-commerce fraud prevention and 

security. Various techniques, including neural networks, 

decision trees, logistic regression, and advanced methods 

like SVM and random forests, are applied in credit card 

fraud detection research. 

➢ Traditional Fraud Detection Methods 

In the initial stages of fraud detection, the predominant 

approaches are centered around rule-based systems and 

statistical methods. These earlier methodologies frequently 

fell short in terms of flexibility and precision compared to 

the capabilities afforded by machine learning, Plakandaras 

et.al.[9]. 

 

➢ Machine Learning in Credit Card Fraud 

Detection: 

Numerous research investigations have delved into 

employing machine learning algorithms for the purpose of 

credit card fraud detection. Scholars have conducted 

experiments using a range of models with the aim of 

improving accuracy and effectiveness in this domain, Raj et 

al. [4]. 

➢ Imbalanced Datasets: 

Several difficulties arise when credit card fraud is detected 

due to imbalanced datasets, Daniel et.al.[10].  

• Bias: Due to models' inclination to favour the 

majority class, fraudulent transactions are not well 

detected. 

High False Negatives: Models may fail to identify a large 

number of fraud situations, which could cost money. 

• Evaluation Complexity: While accuracy, recall, 

and precision score 

•  Are more important metrics, they are more 

difficult to tune? Accuracy is not a trustworthy 

statistic. 

• Costs of Data Collection: Model training is 

hampered by the limited and high cost of labelling 

fraud data. 

• Model Complexity: Training time and model 

complexity may both rise with data balancing. 

• Generalization: Models may have trouble making 

good generalizations if datasets are imbalanced. 

• Concept Drift: Models could find it difficult to 

adjust to evolving fraud trends. 

• Threshold Selection: Selecting a threshold for 

categorization can be difficult and have an impact 

on false positives and misses. 

Addressing class imbalances in fraud datasets has been a 

recurring challenge. Sampling techniques can mitigate this 

problem. 

➢ E-commerce and E-payment Specific 

Challenges: 

Scholars have recognized the unique difficulties presented 

by     e-commerce and electronic payment systems, which 

encompass a large number of transactions, a wide range of     

payment methods, and international transactions. In 

response to these challenges, they have tailored fraud 

detection solutions accordingly Wang et al. [11]. Credit 

card fraud detection distinguishes legitimate from 

fraudulent transactions based on spending behavior. Various 

techniques, including neural networks, genetic algorithms, 

and decision trees, have been applied to this field. Evgeniou 

et al. [12] and research has compared methods like logistic 

regression and naive bayes and assessed Bayesian models 

and neural networks. Some studies explore advanced data 

mining approaches like support vector machines and 

random forests, while others concentrate on neural networks 

and logistic regression for credit card fraud detection.  
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 West et al. [13] proposed a method that categorizes 

financial fraud detection by algorithm and fraud type. It 

notes the prevalence of neural networks and logistic 

regression, and the success of credit card fraud detection. It 

emphasizes the need for innovation to address evolving 

fraud tactics, especially in under-researched areas like 

insurance fraud. A novel credit card fraud detection 

approach using a Convolutional Neural Network (CNN) 

and "trading entropy" is presented by Fu et al. [14]. It 

overcomes imbalanced data challenges and outperforms 

conventional methods. This research advances fraud 

detection in financial transactions. Awoyemi et al. [15] 

conducted a comparative analysis of various ML methods 

using the European cardholders' credit card fraud dataset. 

They adopted a hybrid sampling strategy to solve the 

dataset's imbalance and assessed KNN, LR and NB but this 

study did not explore feature selection techniques. Khare et 

al. [16] presented a credit card fraud detection technique, 

with a specific focus on highly imbalanced datasets. They 

assessed the performance of Decision Trees, SVM, Logistic 

Regression and Random Forest considering various metrics 

such as accuracy, sensitivity, specificity, and precision. 

Their findings showed that Logistic Regression achieved 

quite good accuracy, but they concluded that Random 

Forest was the most accurate algorithm for detecting fraud, 

while SVM faced challenges due to data imbalance, 

resulting in suboptimal performance in credit card fraud 

detection. Varmedja et al. [17] proffered a method for 

detecting credit card fraud using ML. They tested the 

Random Forest (RF), Naive Bayes (NB), and Multilayer 

Perceptron (MLP) algorithms on a dataset containing credit 

card transactions. To address the dataset's imbalance, they 

carried out the Synthetic Minority Oversampling Technique 

(SMOTE). The study's findings indicated a high level of 

fraud detection accuracy, but it additionally suggested more 

research be done to use feature selection strategies to boost 

the effectiveness of other ML methods. 

A study examining various algorithms for credit card fraud 

detection, including Naïve Bayes, Logistic Regression, J48, 

and Adaboost is proposed by Naik et al. [18]. Naïve Bayes 

relied on Bayes' theorem for classification. Logistic 

Regression, typically used for classification tasks, is 

analogous to linear regression. J48 generated decision trees 

for classification, primarily focusing on constant and 

categorical variables. Ad boost, a widely used algorithm, 

aimed to enhance the performance of decision trees in 

binary classification. The research found that both Ad boost 

and Logistic Regression achieved the highest accuracy, with 

the choice between them often influenced by computational 

time. Ultimately, Adaboost was preferred due to its 

efficiency in detecting credit card fraud. Jain et al. [19] 

presented a study on credit card fraud detection techniques. 

They explored several algorithms, such as SVM, KNN, 

Decision Trees, ANN, Bayesian Networks, Hidden Markov 

Models and Fuzzy Logic systems. Their findings revealed 

that KNN, SVM and Decision Trees achieved moderate 

accuracy, while Logistic Regression and Fuzzy logic 

yielded lower accuracy. On the other hand, KNN, Neural 

Networks, Naive Bayes and Fuzzy systems demonstrated 

high detection rates. Logistic Regression, SVM, and 

Decision Trees also performed well but at a medium level. 

ANN and Naïve Bayesian Networks emerged as top 

performers across all parameters, despite being 

computationally expensive. However, they noted a 

drawback: these algorithms did not consistently produce the 

same results with different types of datasets. KNN and 

SVM excelled with small datasets, while logistic regression 

and fuzzy logic systems showed accuracy with raw, 

unsampled data. 

Several ML methods, including Isolation Forest, Decision 

Tree and Logistic Regression were employed for credit card 

fraud detection using the European credit cardholder fraud 

dataset is suggested by Dornadula et al. [20]. For handling 

the dataset's imbalance, they used the SMOTE sampling 

technique. Sahayasakila et al. [21] introduced two crucial 

algorithmic techniques: Whale Optimization Techniques 

(WOA) and Synthetic Minority Oversampling Techniques 

(SMOTE). Their goal was to enhance convergence speed 

and address data imbalance in credit card fraud detection. 

They used SMOTE to balance the classes by generating 

synthetic transactions and employed WOA for optimization. 

This combination of techniques not only improved 

convergence speed but also enhanced the reliability and 

overall efficiency of the system. Khatri et al. [22], 

conducted a study evaluating Machine Learning techniques 

for credit card fraud detection. They considered Decision 

Tree (DT), k-Nearest Neighbor (KNN), Logistic Regression 

(LR), Random Forest (RF), and Naive Bayes (NB) 

algorithms. Their experiments used a dataset with a severe 

class imbalance, focusing on the precision metric. Precision 

scores were as follows: DT (85.11%), KNN (91.11%), LR 

(87.5%), RF (89.77%), and NB (6.52%). Ileberi et al. [23] 

suggested a method for credit card fraud detection using 

Machine Learning techniques. They applied Logistic 

Regression (LR), Decision Tree (DT), Support Vector 

Machine (SVM), and Random Forest (RF) algorithms to a 

dataset with a significant disparity between legitimate and 

illegal transactions. High accuracy scores were obtained, 

but the authors recommended that the performance of the 

classifiers could be further improved by using sophisticated 

pre-processing techniques. Seera et al. [24] developed an 

intelligent system for detecting payment card fraud using 

Genetic Algorithms (GA) for feature selection and 

aggregation. They implemented various ML algorithms to 

validate their approach, with GA-RF achieving 77.95% 

accuracy, GA-ANN reaching 81.82%, and GA-DT attaining 

81.97%. 

Prior research in credit card fraud detection has laid the 

foundation for the utilization of machine learning 
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techniques to combat financial fraud in the digital age 

Raghavan et al. [25]. 

This research builds upon this body of knowledge by 

introducing a novel approach and demonstrating its 

potential to significantly enhance the security of e-

commerce and e-payment systems. These findings highlight 

the ongoing importance of utilizing machine learning in the 

ongoing battle against credit card fraud. 

3. Classifiers 

A machine learning classifier is a computational model that 

assigns input data points to predefined categories or classes 

based on learned patterns and features. Different classifiers 

are used in machine learning to solve various classification 

problems by leveraging their unique algorithms and 

capabilities, such as decision trees for interpretability, 

support vector machines for handling complex data, and 

deep neural networks for intricate pattern recognition Lim 

et al., [26] .The terms "classifiers," "algorithms," and "data 

mining techniques" all refer to the same class of techniques 

that are used in supervised machine learning systems Seify 

et al. [27]. 

Logistic Regression 

The Logistic Regression (LR) classifier, often known as the 

Logit classifier, is a supervised machine learning technique 

commonly employed for binary classification tasks ,Velasco 

et al. [28]. A linear function is supplied to the logit function 

in LR, a unique kind of linear regression. 

y = α0 + α1X1 + α2X2 +···+ αnXn                                   

(1) 

Where, α0 is intercept and α1, α2,… are the slopes against 

independent variables X1-Xn. Logistic Regression is a 

versatile algorithm used for both regression and 

classification tasks, with a primary focus on binary 

classification. It predicts the probability of an instance 

belonging to a particular class and employs a threshold to 

make categorical predictions. Mathematically, Logistic 

Regression models the probability of a binary outcome 

(e.g., 0 or 1) using the logistic function. The logistic 

function maps the value of the input X to a probability 

between 0 and 1. 

Functioning of Logistic Regression: 

In a binary classification scenario, Logistic Regression 

operates Mehbodniya et al.,[29] as follows: 

• Calculate the linear combination of input features 

and coefficients 

• Apply the logistic function to obtain the 

probability: 

• If the probability exceeds a threshold (usually 0.5), 

classify the instance as the positive class (e.g., 1); 

otherwise, classify it as the negative class (e.g., 0). 

Mathematically, Logistic Regression models the probability 

of class membership and provides a versatile tool for 

classification tasks, taking into account the relationship 

between features and outcomes. Hussain et al. [30].  

 

Fig 1. Graphical Representation of Logistic Regression 

The sigmoid function is referred to as an activation function 

for logistic regression and is defined as: 

                    𝐹(𝑥) =
1

1+𝑒−(𝑏0+𝑏1𝑥)                                       

(2)                                                                          

where, 

• e = base of natural logarithms 

• value = numerical value one wishes to transform 

• f(x) value will range from 0 to 1. The probability 

f(x) is what determines a given class's prediction. 

A given class is predicted more accurately when q 

is closer to 1. 

For categorical dependent variables, qualitative response 

models are suitable. Because the dependent variable in our 

study, "fraud," contains two categories (binary), logistic 

regression is a frequently used technique to handle 

situations like these. Bhattacharyya et al. [31]. 

Decision Trees 

Decision Trees are a supervised learning methodology that 

offers a graphical representation of potential solutions based 

on specific conditions. Patel et al. [32]. This tree-like 

structure, serves as a classifier, primarily employed for 

solving classification problems. Decision Trees start at a 

root node, with internal nodes representing features within 

the dataset, branches denoting decision rules, and each leaf 

node signifying a potential outcome. 

Mathematically, Decision trees attempt to divide the feature 

space into areas that match to several class labels. The root 

node initiates this process, and at each internal node, a 

decision rule is applied to determine the path to follow, 

based on the values of the features.  

A class label or a result is represented by each leaf node. A 

Decision Tree asks a question at each node and divides the 
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dataset into sub-trees based on the answer. The algorithm's 

ability to solve both classification and regression problems 

makes it versatile. 

Functioning of Decision Trees: 

The operation of Decision Trees can be broken down into 

several steps: 

• Starting with the root node (S), which 

encompasses the entire dataset. 

• Identifying the best feature (Trait) within the 

dataset using an Attribute Selection Measure. 

• When further splitting is not feasible, the node 

becomes a leaf node. 

• The root node is divided into a decision node and a 

leaf node based on class labels. 

• Nodes continue to subdivide into two leaves, 

ultimately providing classification outcomes. 

Mathematically, the decision rule at each internal node can 

be represented as: 

Decision Rule (Node):  

Feature->Split Condition->Next Node 

A "Decision Rule Node" in a decision tree is a point where 

a decision is made based on a specific feature and a split 

condition. The next node is determined by the outcome of 

that decision, leading to different branches in the tree. 

Decision trees are used in machine learning for making 

decisions or classifications based on input data features. 

Random Forest 

The strength of numerous decision trees is combined in 

Random Forest, a potent ensemble learning technique, to 

increase the precision of prediction. Rather than relying on a 

single decision tree, Random Forest creates and aggregates 

predictions from numerous decision trees. This ensemble 

approach significantly improves accuracy and reduces the 

risk of overfitting Lingjun et al. [33].  

Mathematically, a random forest (RF) is defined as RF = 

{g(X, θk )}, where {θk } denotes independently distributed, 

identically distributed trees that vote on an input vector X, 

given a number of trees k. It is the prediction that has 

received the most votes. 

Assume that there are N decision trees in the forest. 

Random Forest (ensemble)= {Decision Tree1,Decision 

Tree 2,…,Decision Tree N} 

Predictions from each decision tree are combined using 

majority voting: 

Final Prediction=Majority Vote (Predictions from  

Decision Trees) 

This approach helps reduce variance and improve the 

model's overall learning capability. 

Functioning of Random Forest: 

The following steps can be used to describe how Random 

Forest works: 

• Select a subset (K) randomly from the training set 

of data points. 

• Using the chosen data points (subsets), construct 

decision trees. 

• Specify how many (N) decision trees you want to 

build in the forest. 

• Duplicate Steps 1 and 2 to generate multiple 

decision trees. 

• Predict new data points by aggregating predictions 

from all decision trees using majority voting. 

Mathematically, the ensemble of decision trees combines to 

form a robust predictor, ensuring accurate classification 

even with large datasets. 

4. Proposed Methods and Techniques 

In our proposed method for credit card fraud detection using 

machine learning involves a systematic approach to address 

the challenges associated with imbalanced datasets. 

Figure.2. illustrates the step-by-step procedure for 

identifying credit card fraud:  

Algorithm of Proposed Method 

This algorithm represents the strategy we suggested as a 

step-by-step solution. 

Step 1: Add the dataset to Jupyter Notebook from the local 

storage. 

Step 2: Change the data's format to that of data frames. 

Step 3: Randomly sample the selected dataset. 

Step 4: Decide how much data will be used for training and 

testing. 

Step 5: Give 80% of the data for training and the remaining 

20% for testing in step 5. 

Step 6: Give the models the train dataset for use in training. 

Step 7: Apply the algorithm to three different algorithms in 

step 7 and build a model for each. 

Step 8: Making predictions for the test dataset for each 

method is step eight 

Step 9: Use the accuracy_score, precision_score, 

recall_score, and f1_score to determine the accuracy of each 

method. 

 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(3), 3393–3406  |  3398 

4a. Data Collection and Preprocessing 

- Assemble an extensive dataset comprising credit card 

transactions, ideally covering a wide spectrum of both 

genuine and illegimtimate transactions. 

- Execute data preprocessing tasks to address missing data 

and tackle imbalances, ensuring the dataset is well-suited 

for analysis using machine learning techniques. 

4b. Data Analysis 

Data analysis in ML involves extracting valuable insights 

from datasets through preprocessing, feature engineering, 

and statistical examination, enabling the development of 

accurate models.Pandas is a Python library used for 

working with data sets. It has functions for analyzing, 

cleaning, exploring, and manipulating data. 

Import Dataset for Credit Card Fraud 
Detection

Data Processing

Feature Scaling Using Standard 
Scaler

Handling Imbalanced Data Using Over 
Sampling/Undersampling

Training Data Test Data

LR, DT, RF
(Classifiers)

Trained Model 

Credit Card Fraud 
Detection

END

Start

 

Fig 2. Block Diagram for the Proposed Model 

4c. Data Sampling 

A data set is considered class-imbalanced when there is a 

substantial disparity in the number of samples between the 

two classes, with one class having significantly more 

instances than the other, Khalilia et al.[34]. To address the 

problem of class imbalance in machine learning datasets, 

data sampling strategies such as under-sampling and over-

sampling are used. Class imbalance happens when there are 

disproportionately fewer occurrences of one class than the 

other in a binary classification problem. 

Credit card fraud datasets are heavily imbalanced, in real 

scenario, with the vast majority (98%) representing legal 

transactions and only a small fraction (2%) being 

fraudulent, Zareapoor et al.[35]. Due to the imbalance, the 

model may favor the dominant class while underperforming 

the minority class, which might result in biased model 

performance.  

Class imbalance is seen in the bar plot below, where "Class 

0" has more instances than "Class 1." 

Class 

0    275190 

1       473 

Name: count, dtype: int64 

 

Fig 3. Class Imbalance 

 Figure.3. indicates class imbalance, with "Class 0" having 

more instances than "Class 1," highlighting the need for 

techniques like resampling, algorithm adjustments, or cost-

sensitive learning in machine learning models. Now explore 

under-sampling and over-sampling in more detail next sub 

section. 

4c.i. Undersampling  

To balance the majority class with the minority class, 

undersampling requires reducing the number of instances in 

the majority class. To do this, a subset of instances from the 

majority class are chosen at random in order to equal the 

number of examples in the minority class. A more balanced 

dataset can be produced by undersampling, which also stops 

the model from favoring the majority class. 

4c.ii. Oversampling  

To balance the minority class with the majority class, 

oversampling entails adding more instances to the minority 

class. It is possible to accomplish this by copying already-

existing instances or by creating synthetic instances by 

employing methods like Synthetic Minority Over-Sampling 

Technique (SMOTE). To help the model better understand 

the minority class, oversampling seeks to give it additional 

samples of this group. 
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- Given a data frame with N rows, random sampling will 

take out X randomly chosen rows, where X ≤ N. The 

sample () function in Python's pandas package allows for 

random sampling. There are two different ways to express 

how many samples need to be extracted: 

The exact number of random rows to extract and the 

percentage of random rows to extract should be specified. 

Indicating the percentage is a number between 0 and 1. 

4d. Data Visualization 

Data graphs in machine learning are visual representations 

that simplify complex data using graphical elements like 

scatter plots and histograms. They help in pattern 

recognition, data exploration, and communication of 

insights. Data graphs are essential for understanding data, 

guiding modeling decisions, and conveying results 

effectively. 

-Using matplotlib: Matplotlib is a data visualization library 

and 2-D plotting library of Python. 

 

Fig 4 Amount Vs Time Plot 

Figure.4. shows that most of the fraudlant transactions takes 

place below amount of 5000. 

4e. Machine Learning Method 

The train_test_split() method:The Sklearn train-test split is a 

vital step in machine learning model development. It 

involves dividing a dataset into two parts: a training set 

(used to train the model) and a testing set (used to evaluate 

the model's performance). 

• Train set: A set of data used to fit the model is referred to 

as the training dataset. the dataset used to train the model. 

The model observes and absorbs this data. 

• Test set: To accurately assess how well a final model fits, 

the test dataset—a subset of the training dataset—is used. 

 

 

 

The line of code is used in Python for splitting a dataset into 

training and testing sets for machine learning. Here's an 

explanation of each part: 

• 'X_train' and 'X_test' are variables that will contain, 

respectively, the feature data for the training and testing 

sets. The feature matrix or dataset that contains the 

input features for your machine learning model is 

typically represented by the letter "X." 

• 'Y_train' and 'Y_test': These variables will contain the 

target or label data for the training and testing sets, 

respectively. The goal or output variable that your 

machine learning model is attempting to predict is often 

represented by the letter "Y." 

• 'train_test_split()' is a function offered by the scikit-learn 

Python package, which is frequently used for machine 

learning applications. A dataset is divided into two 

subsets using this technique: one for training your 

model and the other for testing its effectiveness. 

• 'X' and 'Y': These are your initial feature and target 

datasets that you want to divide into training and 

testing groups. 

• 'test_size=0.2': This parameter indicates that you wish to 

give the testing set 20% of your data. In other words, 

you will train your machine learning model using 80% 

of the data. 

• 'stratify=Y': This argument makes sure that the splitting 

procedure keeps the target variable 'Y''s class 

distribution the same in both the training and testing 

sets. It ensures that each class is fairly represented in 

both subsets, which is helpful when working with 

unbalanced datasets. 

• `random_state=42`: This parameter sets a random seed 

for the random number generator used during the data 

splitting process. Setting a specific seed ensures that 

the data split is reproducible. In this case, `42` is an 

arbitrary value and can be any integer. 

We can use the datasets 'X_train', 'X_test', 'Y_train', and 

'Y_test' for training and testing our machine learning model 

after running this line of code. Our original data will make 

up 80% of the training data, while the remaining 20% will 

make up the testing data. 

Algorithm for Computation of the Fitness Function 

Input: X, Y, represent the input vector and the dependent 

variable respectively. 

Output: Acc; the RF classifier's Accuracy  

Step 1: Divide X and Y into X_train, X_test, Y_train, and 

Y_test 

Step 2: Initiate the RF classifier, identified as rf. 

X_train,X_test,Y_train,Y_test=train_test_split(

X,Y,test_size=0.2,stratify=Y,random_state=42) 
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Step 3: Fit rf via Y_train and X_train  

Step 4: Use X_test to evaluate rf. 

Step 5: Obtain the Y_pred3 predictions  

Step 6: Utilizing Y_pred3 and Y_test, obtain the Acc. 

 

Pseudocode for train_test_split function 

import random 

def train_test_split(data, test_size=0.2, 

random_state=42): 

    if random_state: 

        random.seed(random_state) 

    num_test_samples = int(len(data) * test_size) 

    random.shuffle(data) 

    training_data = data[num_test_samples:]  

    testing_data = data[:num_test_samples]    

    return training_data, testing_data 

Randomization helps ensure data impartiality. During 

training, the model learns patterns from the training set, 

while the testing set assesses its ability to generalize to new 

data. Evaluation metrics like accuracy measure the model's 

performance, guiding further refinement. A successful train-

test split ensures a model's effectiveness in real-world 

predictions. 

By incorporating these proposed methods and techniques 

into our research, we aim to provide valuable insights into 

the effectiveness of machine learning-based credit card 

fraud detection, contributing to the ongoing efforts to secure 

electronic payment systems and protect consumers from 

financial fraud. 

Reducing the occurrence of credit card theft necessitates a 

comprehensive approach that combines both detection and 

prevention measures, Strelcenia et al. [36].  

Traditional rule-based systems are budget-friendly with 

lower data and computing needs, but machine learning 

methods often deliver superior and cost-effective long-term 

results, Shah et al. [37]. 

5. Experimental Result & Analysis 

Machine learning models utilize diverse approaches for 

decision-making, like LR, DT, RF etc. Our analysis shows 

that The Random Forest classifier achieves the highest 

accuracy as shown in graph whereas the decision trees are 

interpretable but prone to overfitting; random forests, which 

combine multiple trees, offer better generalization and 

robustness, making them suitable for complex data with 

improved performance potential. This output has been 

obtained using seaborn library in jupyter notebook and the 

language used is Python. 

 

Fig 5. Classifiers Comparison 

As shown in Figure 5, blue bar represents logistic 

regression, orange bar represents decision tree and green bar 

represents random forest classifier. The maximum accuracy 

is attained by RF classifier. ACC(Accuracy) is defined as 

the percentage of cases that are accurately classified. This 

classification performance measure is one of the most 

popular ones. Accuracy is the number of correctly predicted 

events. generalized or specific predictions for binary 

classification models.             

A "density vs. class" graph visualizes the distribution of 

predicted and actual class labels, assisting in assessing the 

model's classification accuracy and any discrepancies in 

class predictions. Graphs like these are available for a range 

of classifiers, illustrating how each classifier's predictions 

compare to the actual class labels. Such graphs are given for 

different classifiers: 

Under sampling 

 

Fig 6 Undersampling Logistic Regression 
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In Figure.6. the fitted value is represented by blue line and 

the actual value is represented by the red line . It shows that 

the LR model doesn’t provide a perfect fit as both the actual 

value and fitted value are not overlapping significantly. The 

maximum peak value attained is of density 1.2. 

 

Fig 7 Undersampling Decision Tree 

The fact that there is significant overlap between the fitted 

and real values in Figure.7. indicates that the DT model 

provides a commendable match. The maximum peak value 

attained is of density 1.2 

 

Fig 8  Undersampling Random Tree 

The fact that the fitted value and real value do not greatly 

overlap in Figure.8. indicates that the RF model does not 

offer a perfect fit. The maximum peak value attained is of 

density 1.2. 

Oversampling 

 

Fig 9 Oversampling Logistic Tree 

A unsatisfactory match is offered by the LR model, 

indicated by the observation that the fitted and real values in 

Figure.9. do not appreciably overlap. The maximum peak 

value attained is above density 4 

 

Fig 10 Oversampling Decision Tree 

The DT model does not provide an ideal fit, as seen by the 

fact that the fitted value and real value in Figure.10 and do 

not substantially overlap. The maximum peak value attained 

is above density 4. 
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Fig 11 Oversampling Random Tree 

The fitted and real values in Figure.11 show a considerable 

overlap, which suggests that the RF model offers a good 

match with oversampling. The maximum peak value 

attained is above density 4. 

The following graph shows that the Random Forest 

classifier achieves the highest accuracy as their predicted 

values are more close to actual values. 

In this section, we also present the results of our 

experiments in credit card fraud detection using various 

machine learning algorithms. Our evaluation focused on 

several key performance metrics, including accuracy, 

precision, recall and F1-score. We employed a 

representative dataset of credit card transactions. 

The validation set was used to improve the models after 

they had been trained using the training set. With the use of 

the evaluation metrics below, we evaluated their 

performance. 

Table.1. Undersampling Result of LR, DT, RF 

 • Accuracy: Accuracy is the proportion of instances that 

are correctly classified. One of the most used classification 

performance measures is this one. Number of accurately 

foreseen events = accuracy Predictions made overall or for 

binary classification models. The accuracy is described as 

follows: 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝒑 + 𝑻𝒏

𝑻𝒑 + 𝑻𝒏 + 𝑭𝒑 + 𝑭𝒏
 

Where, 

TP (True Positives): Occurrences that were accurately 

identified as positive (for example, recognizing real fraud 

situations). 

TN (True Negatives): Situations that were accurately 

identified as negative (for example, recognizing legal 

transactions). 

False positives (FPs) are instances that are mistakenly 

identified as positive when they are actually negative (for 

example, falsely identifying a valid transaction as 

fraudulent). 

False Negatives, or FNs, are events that are wrongly 

foreseen as positive when they are actually negative (for 

example, failing to recognize a fraudulent transaction). 

• Precision and Recall 

Precision is the proportion of instances that are fraudulently 

categorized as positive that are genuinely positive instances.   

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒑

𝑻𝒑 + 𝑭𝒑
 

• Recall is a metric that measures the proportion of accurate 

positive predictions among all possible positive predictions. 

Recall gives an indicator of missed positive predictions, 

unlike precision, which only comments on the accurate 

positive predictions out of all positive predictions. The 

number of true positives divided by the sum of true 

positives and false negatives is used to determine recall. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒑

𝑻𝒑 + 𝑭𝒏
 

F1 score: The weighted average of Precision and Recall is 

the F1 score. Therefore, both false  

positives and false negatives are considered while 

calculating this score (Dheepa et al., 2013). 

𝑭𝟏 S𝒄𝒐𝒓𝒆 =
𝟐∗(𝐑𝐞𝐜𝐚𝐥𝐥 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧) 

𝑹𝒆𝒄𝒂𝒍𝒍+𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏
 

accuracy score:0.99 

precision score:0.99 

recall score:1.0 

F1 score:0.99 

Once anomalies are found, it can be notified to authorities. 

Testing and comparing these algorithms can gauge their 

accuracy and precision [39]. 

The Table .1.  shows that the highest accuracy, precision 

and F1 Score attained are 94.73%, 98.93%, 94.89% 

respectively  

using LR model while DT model gives the highest recall 

score of 92.15% hence it can be affirmed that DT classifiers 

works efficiently for undersampling. 

 

Model Accuracy Recall Precision F1 Score 

LR 94.73% 91.17% 98.93% 94.89% 

DT 87.89% 92.15% 86.23% 89.09% 

RF 93.68% 90.19% 97.87% 93.87% 
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Table 2. Oversampling Result of LR, DT, RF 

 

The Table .2.  shows that the highest accuracy, recall, 

precision and F1 Score attained are 99.97%, 100%, 99.98% 

and 99.99% respectively using RF model using 

oversampling. hence it can be affirmed that RF classifiers 

works efficiently for oversampling 

6. Comparative Study 

In this section we compare our proposed method with 

previous presented scheme in terms of accuracy and find 

out that our presented method is rich interma of accuracy. 

Awoyemi et al.[15]  The research focused on the European 

cardholders credit card fraud dataset, addressing the 

imbalance by employing a hybrid sampling strategy. The 

study evaluated the performance of K-Nearest Neighbor 

(KNN), Logistic Regression (LR), and Naive Bayes (NB) 

machine learning methods. Notably, the investigation did 

not delve into the exploration of feature selection 

techniques. Our model optimizes performance by engaging 

in data pre-processing and sampling techniques, indicating a 

focus on refining the input data for better model outcomes. 

[16] focused on credit card fraud detection in highly 

imbalanced datasets. They compared Decision Trees, SVM, 

Logistic Regression, and Random Forest, finding that 

Logistic Regression had good accuracy, but Random Forest 

was deemed the most accurate for fraud detection. SVM 

faced challenges due to data imbalance, resulting in 

suboptimal performance. Our model fine-tunes data through 

preprocessing, sampling, and utilizes the Random Forest 

classifier to enhance accuracy in predictions. Alenzi et al. 

[40] proposed a machine learning model to mitigate credit 

card fraud detection using logistic regression whereas our 

model works on random forest classifier which is for 

efficient for imbalanced dataset. 

Bhanusri et al. [41] proposed a model that do not efficiently 

deals with imbalanced data whereas our model uses 

oversampling to overcome this problem. Khatri et al.[22] 

compared machine learning algorithms for credit card fraud 

detection, including Decision Tree, k-Nearest Neighbor, 

Logistic Regression, Random Forest, and Naive Bayes. The 

study focused on a dataset with class imbalance, 

emphasizing precision. Precision scores were DT (85.11%), 

KNN (91.11%), LR (87.5%), RF (89.77%), and NB 

(6.52%). Ileberi et al.[23] utilized Logistic Regression, 

Decision Tree, Support Vector Machine, and Random 

Forest for credit card fraud detection using a dataset with a 

significant class imbalance. The algorithms achieved high 

accuracy, but the authors recommended the application of 

sophisticated pre-processing techniques to further improve 

classifier performance. Our model performs data pre-

processing and sampling to enhance the model 

performance.  Seera et al.[23] designed a sophisticated 

system to identify payment card fraud. Their approach 

incorporated Genetic Algorithms (GA) for feature 

selection and aggregation. The researchers applied several 

Machine Learning algorithms to assess their methodology. 

The results showed that the combination of Genetic 

Algorithms with Random Forest (GA-RF) achieved an 

accuracy of 77.95%, Genetic Algorithms with Artificial 

Neural Network (GA-ANN) reached 81.82%, and Genetic 

Algorithms with Decision Tree (GA-DT) attained an 

accuracy of 81.97%. our model employs data pre-

processing, sampling techniques, and utilizes a Random 

Forest (RF) classifier to achieve improved accuracy in its 

predictions. 

Table 3 Comparison Between Presented and Previous 

Proposed model 

 

 

Model Accuracy Recall Precision F1 Score 

 

 

LR 94.46% 91.48% 97.28% 94.29% 

DT 99.80% 99.89% 99.70% 99.80% 

RF 99.97% 100% 99.98% 99.99% 

SR.No. Model Classifier Accuracy 

1. Awoyemi et al. [15] KNN,LR,NB 58.83% 

2. Khare et al., [16] DT,LR,SVM, RF 98.60% 

3. Alenzi et al.,[40] LR 

 

97.2% 

 
4. Bhanusri et al.,[41] DT, KNN 

 

 

 

 

87.18% 

 

 

 

 

 

5. Khatri et al.,[22] LR,RF,KNN, RF 89.77% 

 
6. Ileberi et al.,[24] LR,DT,SVM, RF 98.60% 

 
7. Seera et al. [23] 

 

GA-RF,GA-DT 77.95% 

    8. Our LR, DT, RF 

 

99.97% 
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Fig 12 Comparative Chart between our and previous 

proposed model 

Table.3 shows that the accuracy obtained by presented 

model is higher than the previous presented models. The 

visual representation of our presented and previous 

proposed model are depicted in Figure. 12. Which shows 

that the presented model has more accuracy than the 

previous scheme analysis. 

7.Conclusion 

This research highlights the significance of machine 

learning in enhancing credit card fraud detection systems. 

We employed three distinct classifiers: LR, DT, and RF. By 

employing an oversampled RF model, the maximum 

accuracy, recall, precision, and F1 Score were reached, with 

respective values of 99.97%, 99.98%, 99.98%, and 99.99%. 

hence it can be said that RF classifiers are effective when 

used for oversampling. Additionally, our suggested model's 

output outperforms previous models that were offered.  

Through a comparative analysis of different machine 

learning algorithms, the study reveals that the choice of 

algorithm is crucial, with some algorithms outperforming 

others in specific metrics. The research emphasizes the 

importance of selecting the right algorithm based on the 

context and goals of the fraud detection system. It 

acknowledges the limitations of the study and suggests 

future research directions, such as using larger datasets and 

more advanced techniques. Overall, the conclusion 

underscores the evolving nature of fraud detection and the 

role of machine learning in making credit card transactions 

more secure. 

Future Scope 

The future of credit card fraud detection is bright, adapting 

to complex fraud tactics and growing digital transactions. 

Random Forest with Boosting excels but can't identify 

transaction identities. To advance the project, explore 

innovative research directions and emphasize ongoing 

system monitoring and adaptation to combat evolving fraud 

tactics. 
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