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Abstract: In the current digital era, when social media, customer reviews, and other online platforms generate massive 

amounts of text data every day, the ability to automatically identify and classify attitudes and emotions has become more and 

more important. Models of sentiment and emotion classification are vital tools for studying human emotional expression. 

Nevertheless, these models face many challenges, such as the need for effective multimodal data integration, handling of data 

imbalance, and the ability to capture nuanced emotional aspects. With the use of a white headed bird (WHB-) optimization 

and a bidirectional long short-term memory (BiLSTM) classifier, this work offers a strong approach for multimodal emotion 

classification. Furthermore, in order to improve overall efficiency, the paper presents a unique hybrid optimization technique 

that optimizes weights and biases in classifier parameters. The scientific novelty is in the combination of the cutting-edge 

WHB-optimization approach and the highly effective BiLSTM model, which together push the boundaries of multimodal 

emotional classification. By doing so, it makes a unique and beneficial addition to the field in the process. The created model 

achieves 94.90%, 95.27%, 94.79% and 95.78% accuracy performance for image, text, audio, and multimodal data, 

respectively.  
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1. Introduction 

Sentiment and emotion classification is a subfield within 

natural language processing and machine learning that 

focuses on recognizing and categorizing human emotions 

and sentiments conveyed in text data. In today's digital age, 

the capacity to automatically assess and categorize emotions 

and attitudes has become increasingly crucial [1,3]. In the 

wide areas of human communication, emotions and feelings 

lie at the center of our utterances [4]. Sentiment and emotion 

categorization, often known as sentiment analysis or 

emotion recognition, is the technologically driven quest to 

decode this emotional materials hidden in text [5, 6]. The 

field of sentiment and emotion categorization aims to 

educate machines to recognize and interpret subjective parts 

of human communication, such as positive, negative, 

neutral, joyful, sad, and furious, and provides valuable 

insights about public opinion, consumer feedback, and 

societal trends [7, 8]. 

Sentiment analysis has applications across numerous fields. 

In marketing, sentiment analysis may help organizations 

assess client happiness and change their strategy accordingl 
y [9, 11]. These systems have developed to manage the 

complexity of human language, such as sarcasm, context, 

and cultural differences. The area continues to improve, 

spurred by the increasing quantity of text data accessible and 

the need for mining valuable insights from it [12-14]. This 

field has practical applications across various fields, such as 

marketing, social media monitoring, and customer support. 

Machine learning models in this field examine text input by 

preprocessing and translating it into numerical 

characteristics, and are trained on labeled data to learn 

patterns and correlations between text and sentiment or 

emotion labels [15-18]. Once trained, they can predict 

sentiment or emotion labels for fresh text inputs, making 

them effective for analyzing human emotions and views in 

diverse applications such as social media analysis and 

customer feedback analysis [19]. However, sentiment and 

emotion categorization faces several challenges due to the 

complexity of human language and emotional expression 

[20]. Intrinsic ambiguities, context-dependence, cultural 

variations, imbalance in sentiment category distribution 

within datasets, fine-grained categorization, and ethical 

issues regarding privacy and data usage contribute to the 

complexity [21-23]. 

The research's unique method for multimodal emotion and 

sentiment classification uses a BiLSTM classifier to 

efficiently assess input from multiple sources, including 

visual, linguistic, and auditory components. The 

combination of embeddings-based dimensionality 

reduction, feature extraction, and a BiLSTM network 

improves classification accuracy and context capture. This 

hybrid optimization method advances the field of 
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multimodal analysis by providing a thorough solution for 

precise and effective mood and sentiment categorization in 

various data modalities. 

White-headed bird optimization combines bird swarm 

intelligence with the Bald Eagle's unique traits, balancing 

exploitation and exhaustive investigation. The algorithm 

uses the swarm's agility for local searches and the eagle's 

vision for global exploration. Their cooperative synergy 

allows them to make decisions based on memorized 

experiences and encourage convergence towards global 

information. This method encourages group exploration and 

utilization of solution spaces, demonstrating the potential of 

combining computational optimization approaches with 

biological concepts. WHB based BiLSTM for sentiment and 

emotion classification offers precise classification by using 

finely tuned features and the WHB method to find suitable 

classifier parameters. 

2. Literature review:  

Mahesh G. Huddar et al. [1] increase the efficacy of 

multimodal fusion in detection by providing a unique 

attention-based approach targeted at gathering contextual 

information among utterances. The model's performance 

was observed to be better than state-of-the-art methods for 

text-audio and text-video combinations in sentiment 

analysis and emotion detection. 

Sarah A. Abdu et al. [2] A long detailed survey was 

presented by the authors in which presented a 

comprehensive overview of recent deep learning models 

and algorithms in multimodal sentiment analysis, 

categorizing thirty-five state-of-the-art models into eight 

categories. Different architectures like Majority voting, 

Hidden Markov Models, and Early Fusion showed varying 

levels of performance on the datasets, with Recurrent 

Memory Fusion Network demonstrating improved 

performance in modeling cross-modal interactions. 

Maria Teresa Garcia-Ordas et al. [3] this paper proposes a 

sentiment analysis technique that is not a priori fixed and 

can handle audio of any duration. A Fully Convolutional 

Neural Network architecture is proposed as a classifier, 

enabling the prompt analysis of sentiment in many domains 

such as contact centers, medical consultations, and financial 

brokers. Mel spectrogram and Mel Frequency Cepstral 

Coefficients are used as audio description methods. 

Dong Zhang et al. [4] lessen the time-consuming and labor-

intensive annotation effort needed for multi-modal 

sentiment classification. This model maintained or even 

improved classification performance while significantly 

reducing the annotation burden, but it required a sizable 

amount of unlabeled data in order to mine useful 

information. 

Harnain Kour and Manoj K. Gupta [5] commenced on the 

attempt of user's mental state prediction by differentiating 

between those with depressed and non-depressive 

inclinations, utilizing data gathered from Twitter. Their 

technique exhibited amazing accuracy when applied to a 

benchmark depression dataset. The model's possible 

shortcoming is its dependence on textual Twitter data, 

possibly omitting individuals who convey their mental 

condition via non-textual information like photographs or 

videos on social media. 

Hu Zhu et al. [6] introduced a low-rank tensor multimodal 

fusion technique that lowers computing complexity and 

increases efficiency. three multimodal fusion tasks—CMU-

MOSI, IEMOCAP, and POM—that are based on a public 

data set were used to evaluate the model. The model that is 

being presented performs well and captures both local and 

global linkages with flexibility. Experiments indicate that 

the model can consistently obtain better outcomes under a 

range of attention processes when compared to previous 

multimodal fusions represented by tensors. 

Xiaocui Yang et al. [7] attempted to enhance multimodal 

sentiment analysis by constructing a large-scale emotion 

dataset and presenting a new multimodal emotion analysis 

model (MVAN) that incorporates correlations across 

modalities and addresses particular emotions stated by 

users. The possible downside might be the computational 

complexity of the MVAN model owing to its multi-stage 

process and memory network utilization, which may need 

large resources. 

Ruo-Hong Huan et al. [8] intended to increase video 

multimodal emotion identification by using gated unit to 

improve temporal context learning. The considerable 

benefit of this methodology is obvious in the heightened 

accuracy gained in emotion recognition for both single 

modalities and video multimodal emotion recognition, 

exceeding the previous approaches. However, it is worth 

mentioning a possible downside the accompanying 

computational complexity, which might need large 

computer resources for real-time processing. 

Peng Wu et al. [9] the study presents a bidirectional long 

short-term memory network (SC-ABiLSTM) and attention 

mechanism-based sentiment categorization technique for 

large-scale microblog material. The effectiveness of the 

suggested method is shown by comparing it with baseline 

techniques utilizing large-scale microblog data from real-

world applications. The research centers on the innovative 

application of the attention mechanism in a deep learning 

network for the purpose of examining extensive social 

media data. The difficulties of sentiment classification in the 

setting of microblog content and the significance of 

effective feature extraction are also covered in the study. 

Tian Chen et. al [10] created a multimodal fusion emotion 
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identification algorithm combining EEG and ECG data. The 

noticeable benefit resides in the higher performance 

displayed by the suggested multimodal fusion model as 

compared to single-modal models. This leads in better 

accuracy in both the Arousal and Valance dimensions. A 

possible downside might be the necessity for specific 

equipment (EEG and ECG) for data collection, which may 

restrict the applicability of the procedure in particular 

circumstances. 

The primary research issues include:  

Insufficient or noisy training data might lead to poor model 

accuracy. Emotion classification generally needs 

labeled emotional data, which may be challenging to gather 

in big amounts [4]. 

Selecting acceptable elements from diverse modalities (text, 

audio, visual, etc.) and combining them successfully is hard 

and may need subject knowledge [4].  

Imbalanced class distribution, when particular emotions are 

underrepresented in training data, may lead to biased models 

[5].  

Integrating data from many modalities while keeping its 

relevance and limiting information loss is a problem [8].  

Handling sensitive emotional data creates privacy and 

ethical considerations, particularly in applications using 

personal user data [10].  

3. Proposed Methodology: 

This study uses a BiLSTM classifier to categorize 

multimodal emotions from two datasets [29] and [30]. The 

inputs include visual, linguistic, and auditory components. 

The data undergoes preprocessing to improve image quality, 

and feature extraction is performed using a unimodal 

learning system, where the facial characteristics, including 

eyes, nose, and mouth are obtained from the visual images, 

acoustic data yields characteristics related to clarity and 

intelligibility, and the language features are extracted using 

BERT. Visual, verbal, and audio embeddings are used to 

reduce feature dimensionality. The BiLSTM network is 

integrated via joint embedding, resulting in decreased 

processing time and efficient sequential data categorization. 

The model also incorporates two sub-networks for forward 

and backward sequence processing, increasing its ability to 

collect contextual information. The key novelty is a hybrid 

optimization using standard features, which improves 

classifier efficiency by improving weights and biases. 

3.1. Input: 

Two separate datasets are used as a multimodal dataset, 

specifically the [29] and [30] datasets, which are used for 

sentiment analysis and classification. M represents 

multimodal vector whereas  
I

M represents image Unimodal 

vector, 
T

M  represents text Unimodal vector, 
S

M  

represents sound or audio Unimodal vector,  

                                  STI MMMM ,,=                   

(1) 

Fig. 1. Proposed model for sentiment and emotion 

classification 

3.2. Preprocessing:  

Denoising mechanisms improve the quality of input from 

feature extraction and classification by preprocessing 

image, text, and acoustic data, thereby enhancing 

multimodal emotion and sentiment classification accuracy. 

3.2.1. Image Preprocessing:  

Image preprocessing in facial analysis aims to remove noise 

and undesired artifacts, which can affect the accuracy of 

future analysis. Ambiguity can lead to mistakes in the 

analysis process. Denoising algorithms are used to address 

this issue. This study uses a sophisticated denoising strategy 

to limit noise effects on face photographs, detecting and 

reducing undesired components while preserving the 

inherent structure of the data. This approach aims to 

improve future face analysis accuracy and yield more 

reliable conclusions. The output that has undergone visual 

preprocessing is shown as *

I
M .  

3.2.2. Text Preprocessing:  

Text cleaning enhances the quality of language data by 

removing irrelevant or distracting terms, making it more 

receptive to feature extraction. The linguistic pre-processed 

output is represented as *

T
M  
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3.2.3. Sound Preprocessing:  

Acoustic data refers to audio recordings containing speech 

or other auditory stimuli. It begins with noise reduction, 

which eliminates background noises, interference, or 

recording defects. Clean audio data is crucial for effective 

feature extraction, as it ensures the retrieved acoustic 

characteristics accurately reflect real emotional emotions. 

The pre-processed data is represented as *

SM . 

3.3. Unimodal Learning network:  

The unimodal learning network is a crucial element in 

embedding multimodal information, facilitating the 

extraction of data from visual, linguistic, and auditory 

components. It plays a crucial role in feature extraction, 

recording modality-specific information for discriminative 

and meaningful representations. The study aims to improve 

the model's capacity to identify and use important 

characteristics from multiple sources, laying the 

groundwork for more efficient multimodal activities. The 

unimodal learning network is essential for capturing the 

significance of each modality in a meaningful way. 

3.4. Visual Embedding:  

Visual embedding is a transformational process that extracts 

visual qualities from pictures to capture information, 

making it crucial for converting unprocessed visual input 

into a concise, useful representation for multimodal 

analysis. 

3.4.1. Facial feature extraction using Viola Jones and 

VGG-16 model:  

The study uses a combination of the VGG-16 model and 

Viola Jones to extract face features, a crucial aspect of 

computer vision applications. The Viola-Jones approach, 

which uses a cascade of classifiers to identify areas of 

interest in pictures, is effective in face identification due to 

its integration of Haar-like features. Important facial 

features like the mouth, nose, and eyes are isolated using a 

face masking approach. The VGG-16 model, a 

Convolutional neural network, extracts high-level features 

and builds embeddings to improve face analysis depth. This 

method ensures a comprehensive understanding of face 

characteristics. 

3.4.2. Embedding using VGG-16:  

Visual embedding is the process of converting extracted 

visual characteristics, such as face landmarks, into a 

common representation space using Visual Geometry 

Group (VGG). VGG, or CNN architecture, is used to extract 

relevant characteristics from pictures by converting them 

into abstract visual representations that encapsulate crucial 

information. These representations represent the visual data 

in an abstracted and standardized manner. The VGG-16 

network has a small receptive field size of [3×3] and is made 

up of 16 convolutional layers. A total of five integrated Max 

pooling layers, each with a size of [2×2], are included in the 

design. The network design consists of three fully connected 

layers, a soft max classifier, and ReLU activation for all 

hidden layers. RELU introduces non-linearity, allowing the 

model to learn complex representations from retrieved 

characteristics. This architecture ensures effective 

information propagation. The output layer is the final soft 

max classifier, which categorizes input data using learned 

features and offers probability distributions across 

anticipated classes. The forward pass through the network 

layers converts a vector (v) into a numerical representation, 

representing VGG-16 mathematically. 

( )vVGGM
I

16# −=    (2) 

Here
#

IM symbolize the extracted features, while VGG 

signifies the output of the ( )vVGG 16− network when the 

vector v  undergoes processing. Collectively, these 

operations learn and encapsulate crucial image features. 

3.5. Language embedding:  

The BERT model is utilized for language embedding, 

converting natural language text into semantic vectors and 

utilizing contextual awareness to interpret ambiguous 

language and capture subtle emotional content. This 

enhances analysis and provides a more comprehensive 

understanding of emotions within the BiLSTM classifier 

architecture. 

3.5.1. Feature extraction and embedding using BERT:  

The study suggests that the constant size of pre-trained 

vectors in natural language processing (NLP) can hinder the 

learning of token semantic properties in diverse settings. To 

address this, the study recommends using the pre-trained 

BERT model, which understands the complex meaning of 

text by considering the context in which words, phrases, or 

sentences occur. BERT is trained using multi-layer 

bidirectional transformer encoders to create character-level 

context over grammar characteristics within a given 

sequence. The three main parameters of the BERT model 

are the number of layers in the transformer block, concealed 

size, and the number of self-attention heads in a transformer 

block. The model uses two phrases as training examples to 

capture the contextual and semantic properties of tokens. 

After tokenizing these phrases, the model creates fixed-

length vectors by combining token, position, and segment 

embeddings. BERT feature extraction examines both the 

surrounding context and the words themselves, allowing the 

classifier to better understand the meaning and nuances of 

the language, which is crucial for tasks like mood and 

emotion categorization. 

   ( )SnHrtransformeT tttttBERTM ,,.....,, 21
# =              (3) 
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Where, H and S  delineate the commencement and 

conclusion of sentences, respectively. 

3.6. Sound or Audio embedding:  

Acoustic embedding using Mel-Frequency Cepstral 

Coefficients (MFCC) is a popular method for encoding 

audio data. MFCCs extract temporal patterns and spectral 

characteristics from audio signals, aligning them with visual 

and linguistic embeddings. This ensures a coherent 

multimodal analysis, ensuring auditory information 

harmonizes with visual and textual data. 

3.6.1. Audio feature extraction:  

Acoustic preprocessed data is used for audio feature 

extraction to capture sound qualities, such as intelligibility 

and clarity. This process provides insights into the quality 

and comprehensibility of audio data. The retrieved acoustic 

elements provide valuable insights into the data's quality 

and comprehensibility 

 ( ) ( )







 −
= 

= L

Ln
lYM

L

L
S

5.0  
coslog

1

# 
          (4) 

In this scenario, the length of each frame in MFCC is 

represented by Nn ,.....1= . The output energy of the thL

band is denoted as  lY , and the resulting acoustic 

embedding output is represented as #

S
M

 
. 

3.7. Joint embedding:  

The vector ### ,,
SIT

MMM  forms input for joint embedding is 

a 

representation space that merges features from visual, 

verbal, and audio modalities into a cohesive structure. 

3.8. Classifying the emotions from multimodal data 

using Optimized BiLSTM model: 

The BiLSTM model is designed for sentiment classification 

and emotion detection using embedded multimodality 

characteristics from text, visual, and audio data. It 

differentiates between positive and negative emotions using 

learned qualities. The model uses bidirectional processing 

capabilities to capture temporal dynamics in emotions, 

enabling more complex and context-aware categorization. 

This method helps identify minute patterns in multimodal 

data, improving comprehension of emotional tone. The 

BiLSTM model includes both past and future context, 

enhancing its understanding of sequential data. It has two 

sub-networks: one for forward sequence processing and the 

other for backward sequence processing. Each sub-network 

functions autonomously, handling incoming data according 

to its own direction. The outputs from both sub-networks are 

concatenated to provide a single representation encoding 

bidirectional context. 

3.9. Proposed White headed bird optimization: 

The WHB Optimization refines a BiLSTM model's weights 

and biases by combining bird swarm optimization with Bald 

Eagle characteristics. This results in a highly adaptive 

strategy, with the Bald Eagle's flexibility directing global 

exploration and collective intelligence, while the bird 

swarm's agility and collective intelligence are used for 

effective local searches. The eagle's decision-making based 

on global information enhances the optimization algorithm 

[27] [28], encouraging cooperative exploration and 

exploitation of the solution space. The white-headed bird 

optimizer chooses the best hunting region to avoid energy 

waste, showcasing the cautious nature of bird swarms. The 

strongest hunter memorizes food availability, with weakest 

birds used as scapegoats. 

3.9.1. Initialization:  

The BiLSTM model's parameter values have been enhanced 

through random initialization, promoting exploration, 

avoiding bias, and enhancing optimization dependability. 

Let's write the answer as  ibiwP _,_ .                   

 ( )randgrandg
tt PRRPPP 12111

1
1 ** −+=+       (5) 

3.9.2. Evaluating the solution fitness:  

When evaluating a solution, its objective function for every 

solution when ( )maxtt   is taken into consideration. The 

BiLSTM model that offers the greatest classification 

accuracy is the best candidate for tweaking.  

( )  ( )AccuracytFfit max=               (6) 

3.9.3. Search space selection:  

The optimization approach, inspired by bird behavior, uses 

a dynamic and adaptive search space selection to determine 

the optimal location for local and global search efforts. This 

approach guides the algorithm's route, allowing it to explore 

and exploit areas in the solution space to identify the best 

solutions for the BiLSTM model, 

( ) ( ) ( )tg
t

mean
t ssrassraMss −+−+=+ **** 2211

*1          (7) 

                               


−
=

a

aa
a minmax

1                               (8) 

                               ( )
mean

t

s

sfit
a

1max
2

+

=                              (9) 

Here, ( )Ms* denotes the best search space in lifetime 

(memorized), 21 aanda denotes the selection vector, gs

denotes the global best solution in the previous round, 

21 randr denotes the random number [0,1].
mean

s  denotes the 

overall search space, ts denotes the search space in current 

iteration, rand denotes the random number, perP represents 

the best previous solution, gP denotes the global solution in 
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previous iteration and 1−t
gP denotes the global solution in 

1−t iteration. The algorithm's significance lies in selecting 

a search space based on available food to ensure faster 

global convergence, and then searching for food within this 

chosen space. 

3.9.4. Search phase:  

The bird initiates a random search in a designated space 

when the search random number is less than 0.5, resembling 

how birds explore their environment, exploring new places 

or returning to familiar ones. The model for the 

solution/birds in search space is, 

( ) ( ) ( )
5

2

3

11 ** rfPSSPrPPyPP tmeanttttttt −−+ +−++−+=    (10) 

                              
( )t

t

t

y

ry
y

max

*
3

1

1

−

+ =                               (11) 

Here, 3r denotes the random number from [0,1], f denotes 

the flight length, 1−ty represent the distance of thi bird from 

food in previous iteration and ty represent the thi  bird from 

food community. Since the search space is selected, the 

experience of the bird in the particular search space during 

the previous searches 1−tP & 2−tP are recalled for the 

decision over the position. 

                               
443

. raAr +=                                 (12) 

Where, A denotes the coefficient vector, and the constant 

4a is modeled as, 

                             ( )txfita max4 =                                 (13) 

3.9.5. Global phase:  

The algorithm uses global data and shared insights 

throughout the crucial global phase. It emphasizes 

exploration and the search for new, better answers while 

using the best solutions from the past to direct group 

behavior. 

( ) ( ) ( )
( ) ( )

( )

( ) ( ) 4

32

1

2

1

1

21
6

1

1
2

.

*1,01,0*

1,0*

−

−−

−

+

−−+

−++

+

−+−+=

t

g

t

g

t

g

t

g

tg

t

per

tt

P

PP

Prandrandc

PPrandcPPPP




       (14) 

3.9.6. Local phase:  

The local optimization phase optimizes solutions in 

promising locations by adjusting them based on proximity 

to potential optima. It considers both worst experiences and 

individual's best locations for position updates to prevent 

search performance convergence. 

( ) ( )

( ) ( )
per

t

t

worst

tt

PPrandc

randPPPP

−+

−+=+

*1,0*          

1,0 

3

1

            (15) 

3.9.7. Attack and clear phase:  

The bird's vigilant conduct in the assault and clear phase 

involves improving solutions close to possible optima while 

observing their alignment with intended parameters. 

Adaptive techniques are used to improve adjacent solutions 

or eliminate those below predetermined fitness criteria, 

enhancing the robustness and effectiveness of the 

optimization process and advancing the search for ideal 

solutions in the BiLSTM model optimization. 

( ) ( )

( ) ( )1,1          

1,0.

2

1

1

−−+

−+=+

randPPB

randPSBPP

t

per

t

mean

tt

               (16) 

( )
( ) 















+
−=


randt

per
N

Pfit

Pfit
bB


max

11
exp               (17) 

    












 −
=

max

minmax

2 F

FF
B                                    (18) 

Here,   denotes the zero division error, 
rand

N is from the 

range 

  1,1−  and ( ) +tPfit  denotes the summation of fitness 

of 
t

P  

3.9.8. Termination: 

The optimization procedure checks in this termination 

situation. The global solution is stated and the model's 

fitness is re-evaluated if this criterion is satisfied ( )
max

ttif 

. 

4. Experimental setup: 

The experiment on sentiment and emotion classification is 

conducted using Python on a Windows 10 system with an 

8GB internal memory capacity. 

Datasets Used: 

Multi Modal Emotion Recognition [29]: The dataset 

enhances emotion recognition accuracy by analyzing visual 

and speech cues in human interactions, focusing on facial 

expressions and speech patterns for applications like 

human-computer interaction and sentiment analysis. 

Multi Modal Sentiment Classification [30]: The dataset 

enhances sentiment classification accuracy by analyzing 

visual and speech data, focusing on crucial features, making 

it useful for emotion-aware technology and content analysis. 

5. Result and discussion: 
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The WHB-BiLSTM model's efficacy in sentiment and 

emotion classification is systematically evaluated against 

various alternative methods to assess its performance and 

capabilities. In a comparative evaluation, the WHB-

BiLSTM model effectiveness is assessed in comparison to 

other models, Deep CNN, BiLSTM  and BSO-BiLSTM. 

5.1. Comparative discussion: 

5.1.1. Accuracy, Sensitivity & Specificity comparative 

analysis for image: 

According to data presented in figure 2, the WHB-BiLSTM 

model outperforms other methods in sentiment and emotion 

classification. It surpasses the BSO-BiLSTM model by 

5.14%, with an impressive 94.09% accuracy rate on a 90% 

training set. The proposed model shows 4.14% 

enhancement in sensitivity with 94.51% and 5.07% 

enhancement in specificity with 94.66% over the BSO-

BiLSTM methodology.  

Fig. 2. Comparative analysis based on accuracy, sensitivity 

and specificity for image when TP = 90 

5.1.2. Accuracy, Sensitivity & Specificity comparative 

analysis for text: 

According to data presented in figure 3, the WHB-BiLSTM 

model achieved an accuracy of 95.27% in classifying 

sentiment and emotion, outperforming the BSO-BiLSTM 

model by 4.07%. It’s sensitivity rate is 95.23%, a 4.53% 

enhancement compared to the BSO-BiLSTM method, and 

it’s specificity exhibits 4.43% improvement reaching 

95.15%. The model is trained using a 90% training 

percentage. 

Fig. 3. Comparative analysis based on accuracy, sensitivity 

and specificity for text when TP = 90 

5.1.3. Accuracy, Sensitivity & Specificity comparative 

analysis for audio: 

Fig. 4. Comparative analysis based on accuracy, sensitivity 

and specificity for audio when TP = 90 

According to data presented in figure 4, the WHB-BiLSTM 

model demonstrates impressive accuracy of 94.79% with a 

training percentage of 90 in classifying sentiment and 

emotion. Notably, it surpasses the BSO-BiLSTM model by 

2.62%. It outperforms with a sensitivity rate of 94.89%, 

representing a notable 4.04% increase. With 94.61%, the 

WHB-BiLSTM model exhibits a 1.29% improvement in 

specificity. 

5.1.4. Accuracy, Sensitivity & Specificity comparative 

analysis for multimodal: 

Fig. 5. Comparative analysis based on accuracy, sensitivity 

and specificity for multimodal when TP = 90 

According to data presented in figure 5, the WHB-BiLSTM 

model demonstrates exceptional accuracy in classifying 

sentiment and emotion, achieving an impressive accuracy of 

95.78% with a training percentage of 90. Notably, it 

surpasses the BSO-BiLSTM model by a substantial margin, 

outperforming it by 9.66%.  

With a sensitivity of 95.04%, the WHB-BiLSTM model 

performs very well and offers a notable 10.67% increase.  
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WHB-BiLSTM model exhibits substantial 11.13% 

improvement in specificity with 95.3% when contrasted 

with the BSO-BiLSTM approach. These results highlight 

the exceptional performance of the WHB-BiLSTM model 

in this crucial field. 

According to data presented in table 1, the 90% evaluation 

of TP across various data modalities demonstrates its 

comprehensive nature. The WHB-BiLSTM models have 

made significant advancements due to their ability to 

capture sequential dependencies and contextual information 

in multimodal data, considering both past and future 

context, enabling a more nuanced understanding of 

temporal patterns.  

The incorporation of multimodal inputs further enhances the 

model's ability to discern complex relationships between 

different types of data, contributing to superior performance 

compared to the pre-existing model.  

This rigorous comparative analysis underscores the efficacy 

of WHB-BiLSTM models in advancing the state-of-the-art 

in multimodal emotion classification. The achievement of 

the developed model using the image modality is 94.90%, 

text is 95.27%, audio is 94.79%, and multimodal data is 

95.78% for accuracy. 

Table 1. Comparative discussion table based on TP = 90 

 

Model 
Deep  

CNN 

BiLST

M 

BSO- 

BiLST

M 

WHB- 

BiLST

M 

Image 

Accuracy 83.25 86.27 89.76 94.90 

Sensitivit

y 
87.34 88.93 90.37 94.51 

Specificit

y 
83.78 88.42 88.54 93.61 

Text 

Accuracy 84.78 87.63 91.2 95.27 

Sensitivit

y 
87.61 88.18 90.7 95.23 

Specificit

y 
86.19 86.91 90.72 95.15 

Audio 

Accuracy 90.86 92.02 92.17 94.79 

Sensitivit

y 
84.88 88.92 90.85 94.89 

Specificit

y 
90.49 92.89 93.32 94.61 

Multimoda

l 

Accuracy 73.87 82.73 90.12 95.78 

Sensitivit

y 
75.85 81.68 84.73 95.4 

Specificit

y 
75.65 81.78 84.17 95.30 

6. Conclusion: 

In conclusion, this research presents a robust methodology 

for multimodal emotion classification, primarily driven by 

the utilization of a BiLSTM classifier and a WHB- 

optimization. Leveraging data from well-established 

datasets encompassing visual, language, and acoustic 

components, the research employs a systematic approach 

involving preprocessing, feature extraction, and 

dimensionality reduction. Notably, the research innovation 

lies in the introduction of a white headed optimization 

method that combines the bird swarm intelligence with the 

distinctive characteristics of a bald eagle which fine-tunes 

the classifier parameters effectively. This hybrid approach 

significantly enhances classifier efficiency by optimizing 

weights and biases. In essence, the contribution of this 

research lies in the integration of the powerful BiLSTM 

model and the novel hybrid optimization technique, 

collectively advancing the state-of-the-art in multimodal 

emotion classification. The seamless integration of these 

components not only showcases the effectiveness of the 

proposed methodology but also sets the stage for future 

advancements in the field of sentiment analysis model. The 

achievement of the developed model using the image 

modality is 94.90%, text is 95.27%, audio is 94.79%, and 

multimodal data is 95.78% for accuracy. Future work could 

explore the adaptation of the proposed BiLSTM and hybrid 

optimization methodology to real-world scenarios, assess its 

generalizability across diverse datasets, and investigate the 

potential integration of emerging technologies, such as 

attention mechanisms, for further enhancing multimodal 

emotion classification performance. 
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