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Abstract: Personalized movie recommendations are becoming increasingly important for increasing user satisfaction and engagement in 

an era where entertainment content is becoming more digitally connected. This work presents a novel approach to facilitate movie selection 

through the use of Enhanced Self-Organizing Maps (SOM). SOMs, or unsupervised neural network architectures, are helpful in 

recommendation systems because of their ability to recognize intricate patterns in data. The methodology described in this paper starts with 

gathering user-movie interaction data, such as user ratings and movie characteristics. This data is normalized before being used to train the 

model in order to preserve homogeneity. Subtle patterns in data can be effectively identified by the Enhanced SOM due to its adjustable 

learning rate and neighborhood function. The Enhanced SOM's capacity to identify related users and movies is used to generate 

personalized movie suggestions. The framework's incorporation of hybrid filtering approaches improves the caliber of recommendations. 

While content-based filtering uses movie attributes like genres and descriptions, collaborative filtering algorithms take advantage of user-

item interactions. These methods yield recommendations that synergistically combine multiple filtering processes. The efficacy of the 

proposed resolution is meticulously evaluated by contrasting the precision of the recommendations and user contentment with pre-

established standards. A thorough evaluation of real-world datasets supports the efficacy of the Enhanced SOM-based movie 

recommendation technique. To further enhance suggestion quality, the system offers options to modify grid sizes, neighborhood functions, 

and parameters. When taken as a whole, these features demonstrate how successful the suggested approach is in making personalized 

movie recommendations. Enhanced SOMs are a reliable model for content platforms that want to enhance user experiences by offering 

precise movie recommendations along with scalability and flexibility when paired with hybrid filtering techniques. 
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1. Introduction 

With the advent of digital entertainment, consumers now 

have access to vast movie and TV show libraries, which has 

significantly expanded their options. Because of its 

expansion, selecting the next viewing experience is both an 

exciting and challenging task. Recommendation engines 

play a crucial role in solving this issue since they point users 

toward content that aligns with their interests. In particular, 

the use of movie recommendation algorithms has 

significantly increased as a result of movies' increasing 

popularity. This study explores the topic of movie 

recommendation and proposes a novel strategy that utilizes 

Enhanced Self-Organizing Maps (SOM) to increase the 

customisation and accuracy of movie recommendations.  

Effective recommendation algorithms are more important as 

digital libraries, streaming services, and video-on-demand 

platforms increase and change the way people consume 

entertainment. Consumers want recommendations for 

movies that offer a range of options in addition to being 

tailored to their own tastes. Several factors, such as user 

demographics and cultural backgrounds, the constantly 

shifting content environment, and the subjective nature of 

movie preferences, make movie suggestion a challenging 

endeavor. While typical recommendation techniques such 

as content-based and collaborative filtering have made some 

headway in addressing these problems, they often fall short 

in capturing the intricate relationships seen in movie 

collections. Our proposed approach overcomes these 

limitations by leveraging Enhanced Self-Organizing Maps 

(SOM), which are widely recognized for their effectiveness 

in detecting complex patterns in data. SOMs have 

applications in many domains, such as feature mapping and 

data clustering, and show promise in recommendation 

systems because of their versatility and potential for 

unsupervised learning. An important part of our approach is 

using Enhanced SOMs to provide a topological 

representation of user preferences and movie attributes. The 

SOM is able to recognize recurrent themes and patterns in 

the videos by arranging them in a high-dimensional context. 

These patterns go beyond conventional genre- or content-

based correlations to incorporate subtle variations in user 

preferences. Enhanced SOMs enhance their dynamic 

representation of complex inputs during training by utilizing 

neighborhood functions and adjustable learning rates. A few 

critical steps in our method are made clearer by our research. 

The initial step in the data collection procedure is gathering 

user ratings and movie characteristics. Next, standardization 

is carried out to ensure that rating scales are consistent with 

one another. By integrating hybrid filtering approaches with 

Enhanced SOMs, movie recommendations become more 
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diversified and accurate, hence improving the viewer's 

enjoyment experience. Our approach serves as a guide in the 

ever-evolving world of digital entertainment, assisting users 

in discovering films that align with their interests and 

preferences. 

2. Literature Review 

The field of recommender systems has experienced 

substantial development in reaction to the constantly 

growing array of digital content that consumers can access. 

A subset of this topic called movie recommendation seeks 

to provide consumers with interesting and personalized 

movie recommendations based on their past interactions and 

preferences. The present literature review offers an 

extensive amalgamation of previous studies conducted in 

the domain of recommender systems, with a specific 

emphasis on movie suggestion. It also functions as an 

advance towards the presentation of a novel methodology 

that employs Enhanced Self-Organizing Maps (SOM). 

Alyari and Navimipour (2018) offer a thorough analysis of 

the most recent advances in recommender system 

technology. Their study emphasizes both content-based and 

collaborative techniques, providing insightful information 

on the various methodologies used. It emphasizes the need 

for further investigation and progress in the area, laying the 

foundation for innovative approaches like the one this study 

suggests. 

In their exploration of the idea of recommender system 

explanations, Caro-Martinez et al. (2018) [2] put up a 

theoretical framework for contextualizing user suggestions. 

Their work emphasizes the overall goal of improving user 

pleasure and trust, which is essential to any recommendation 

system, including those that suggest movies, even if their 

concentration is on suggestion interpretability. In-depth 

analysis of the literature on recommendation systems is 

provided by Gupta (2020) [3], who also offers insights into 

the many approaches, methods, and difficulties related to 

recommendation technology. The study emphasizes the 

various uses for recommendation systems and how 

important it is to improve user experiences, which is a 

crucial component of movie recommendation. In their 

exploration of size suggestions in the context of fashion e-

commerce, Abdulla and Borar (2017) [4] highlight the 

significance of customizing recommendations to certain 

user features and preferences. The idea of tailored 

suggestions based on distinctive qualities is ubiquitous, 

even in the context of movie selection, even though their 

approaches are different. The table that is provided provides 

a brief synopsis of the scholarly articles that were referenced 

in the literature study. It lists the publications' years of 

publication, primary subjects, and methodology. This 

tabular structure makes it easier to understand the contextual 

importance of each study with respect to the future research 

project that will use Enhanced Self-Organizing Maps for 

movie recommendation. 

Paper Yea
r 

Focus Approach 

Alyari, F. 
et al.[1] 

201
8 

Recommender 
systems 

Systematic 
review and 
suggestions 

Caro-
Martinez, 
M. et 
al.[2] 

201
8 

Explanations in 
recommender 
systems 

Theoretical 
model of 
explanations 

Gupta, S. 
[3] 

202
0 

Literature 
review on 
recommendatio
n systems 

Review of 
various 
approaches 

Abdulla, 
G.M. et al. 
[4] 

201
7 

Size 
recommendatio
n system 

Focus on size-
based 
recommendatio
ns 

Aggarwal, 
C.C.[5] 

201
6 

Introduction to 
recommender 
systems 

Basics of 
recommender 
systems 

Ghazanfa
r, M.A. et 
al. [6] 

201
0 

Scalable, 
accurate hybrid 
recommender 
system 

Proposal of a 
hybrid system 

Deldjoo, 
Y. et al.[7] 

201
6 

Content-based 
video 
recommendatio
n 

Focus on 
stylistic visual 
features 

Alamdari, 
P.M. et 
al.[8] 

202
0 

Recommender 
systems in e-
commerce 

A systematic 
study on e-
commerce 
systems 

Cami, 
B.R. et 
al.[9] 

201
7 

Content-based 
movie 
recommender 
system 

Temporal user 
preferences in 
movies 

Beniwal, 
R. et 
al.[10] 

202
1 

Hybrid 
recommender 
system 

Using artificial 
bee colony 
optimization 

Çano, E. 
et al.[11] 

201
7 

Hybrid 
recommender 
systems 

A systematic 
literature review 

Schafer, 
J.B. et 
al.[12] 

200
1 

E-commerce 
recommendatio
n applications 

Focus on e-
commerce 
recommendatio
ns 

Shen, J. et 
al.[13] 

202
0 

Collaborative 
filtering-based 
recommendatio
n 

Recommendatio
n system for big 
data 

Dakhel, 
G.M. et 
al.[14] 

201
1 

Collaborative 
filtering 
algorithm 

Using K-means 
clustering and 
voting 

Katarya, 
R. et 
al.[15] 

201
7 

Effective 
collaborative 
movie 
recommender 

Using cuckoo 
search 

Kumar, B. 
et al.[16] 

201
6 

Approaches, 
issues, and 
challenges 

A systematic 
review of 
recommender 
systems 
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3. The Proposed Methodology for Building a Movie 

Recommendation System 

Initialization: 

a. Start by setting up a matrix R to capture user-movie 

interactions, where each entry Rij represents the rating of 

user i for movie j. 

b. Then, initialize the Self-Organizing Map (SOM) grid 

along with its weights. 

Training SOM: 

c. Normalize the ratings matrix R to ensure ratings fall 

within the range of 0 to 1. 

d. Begin by setting up the SOM weights with small random 

values. 

e. Specify key parameters: 

i. Learning rate (η): This governs the extent of weight 

adjustments during training. Typically, it starts high and 

diminishes over time. 

ii. Neighborhood function (h): This function determines 

how neighboring units influence weight updates. 

For each user u: 

f. Compute the preference vector Pu based on user ratings. 

This vector encapsulates the user's preferences across all 

movies. 

During each training epoch: 

g. Iterate through the training epochs, representing passes 

over the dataset. 

h. For each user's preference vector Pu: 

i. Identify the Best Matching Unit (BMU) within the SOM 

that closely aligns with the user's preferences. 

ii. Update the weights of the BMU and its neighboring units 

based on the user's preferences. This update operation 

incorporates the learning rate and the neighborhood 

function. 

Recommendation Generation: 

i. For every user u: 

i. Recalculate the preference vector Pu based on the user's 

ratings. 

ii. Determine the BMU within the SOM corresponding to 

the user's updated preferences. 

iii. Retrieve movies associated with the BMU, which 

serve as personalized recommendations for the user. 

Mathematical Formulas: 

j. Express the mathematical formulas employed in the 

algorithm: 

i. Learning rate (η): Usually adjusted over time to modulate 

the learning pace. 

ii. Neighborhood function (ℎh): Specifies the extent of 

influence exerted by neighboring units during weight 

updates. 

iii. BMU calculation: Identifies the unit in the SOM 

that best matches the user's preferences by assessing the 

Euclidean distance between the user's preference vector and 

the SOM's weight vectors. 

Algorithm: Movie Recommendation Using Enhanced 

SOM 

Initialization: 

1.Initialize user-movie interaction matrix,R,where Rij 

represents the rating of user i for movie j. 

2.Initialize SOM grid and weights. 

Training SOM: 

3.Normalize the ratings matrix R to have values between 0 

and 1. 

4.Initialize SOM weights with small random values. 

5.Define parameters: 

•Learning rate (η): Typically starts high and decreases over 

time. 

•Neighborhood function (hh): Defines the influence of 

neighboring units during SOM weight updates. 

For each user u: 

6.Calculate the preference vector Pu based on user ratings: 

Pu=[Ru1,Ru2,...,Run],where n is the number of movies. 

For each training epoch: 

7.Find the Best Matching Unit (BMU) in the SOM for Pu. 

8.Update the weights of BMU and its neighboring units 

using the following formula: 

ΔWij=η(t)⋅h(t)⋅(Pu-Wij) 

where Wij is the weight vector for unit i,j. 

Recommendation Generation: 

9.For each user u: 

•Calculate the preference vector Pu based on user ratings. 

•Find the BMU in the SOM for Pu. 

•Retrieve movies associated with the BMU. 

Mathematical Formulas: 

•Learning rate (η): Typically decreases over time 

(e.g.,η(t)=η0/(1+t/τ)). 

•Neighborhood function (hh): Defines the influence of 

neighboring units  

(e.g.,h(t)=exp(-d2/(2σ2))). 

•BMU calculation: argmin(∣∣Pu-Wij∣∣ for all units i,j in the 

SOM). 

4. Methodology and Result 

4.1 Dataset and Features 

An analysis of the recommended approach, its performance 

measures, and results is presented in this section. The hybrid 

system that is being presented here was created especially 
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for movie recommendations using Tensorflow in Python. 

The Movielens databases provided a wealth of information 

that was used in the inquiry. The collection comprises 

ratings for 62,000 films and 1 million tags from 162,000 

individuals, for a total of 25 million entries. It also includes 

tag genome data with 15 million relevance ratings and 1,129 

tags. This dataset, dubbed "ml-25m," combines free-text 

labeling tasks and 5-star ratings taken from the MovieLens 

recommendation engine. From January 9, 1995, to 

November 21, 2019, 162,541 users contributed 1,093,360 

tag applications, 62,423 movies, and 25,000,095 ratings to 

the collection. On November 21, 2019, a random selection 

of individuals who had each rated at least 20 different 

movies was used to build the dataset. Nevertheless, 

demographic information is missing, and users are only 

identified by their ID. The MovieLens databases provide 

extensive information about users, movies, ratings, and tags. 

The proposed model was trained on 75% of the training data 

and tested on the remaining 25% after the dataset was 

divided into training and testing sets. The hybrid system-

based machine learning approach uses the dataset's 

information in both stages to recommend movies. User and 

movie ratings are graphically represented in Figures 1 and 

2, which are important for recommendation generation. The 

results pertaining to user and movie ratings are presented in 

Figures 1 and 2 below, along with suggestions. 

 

Fig. 1. The output of the movie ratings 

 

Fig. 2. Output of user ratings to provide recommendations 

November, the eleventh month of the year, has the largest 

average number of ratings (about 70,000), followed by 

August (around 50,000) and December (almost 30,000), as 

can be seen in Figure 2. However, it's crucial to remember 

that these numbers are estimates because there isn't much 

data for 2003—just two months' worth—available. Let's 

now examine the thorough evaluation of the overall number 

of ratings received every month for the entire year. 

 

Fig. 3. Monthly total number of ratings each year. 

There is a discernible increase in ratings, as seen in Figure 

3, especially in November 2000. As the graph illustrates, 

this surge—which accounts for nearly 90% of the total 

ratings—has a major impact on the high average ratings that 

are seen in November, August, and December. That being 

said, a negative tendency becomes evident in 2001 and 

2002. With only two months' worth of data available for 

2003, it is difficult to draw firm conclusions from this 

pattern. 

From here on out, we'll be looking at how different rating 

levels are distributed in order to learn more about how users 

generally rate things. 

 

Fig. 4. Most Frequent Rating 

Approximately 350,000 instances of the rating value 4 have 

been seen, making it the most often observed rating, 

according to the statistics shown in Figure 4. In our one 

million rating dataset, around 35% of the ratings were 4 

stars, while approximately 26% and 21% of the ratings were 

3 and 5 stars, respectively. It is significant to note that these 

estimations may include some mistakes due to the limited 

data available for 2003. However, it is evident that a 

considerable proportion of users typically provide ratings of 

four or above.  

Every year in the dataset can be subjected to comparable 

analysis. 
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Fig. 5. Monthly Distribution of Rating Values 

Comparable distributions are shown for each year period in 

Figure 5. The analysis of the monthly distribution of rating 

values may then be undertaken. 

 

Fig. 6. Visualization of Lower and Upper Boundaries with 
Standard Deviation 

A distribution resembling that seen in the annual and 

comprehensive graphs may be seen in Figure 6. All 

categories combined have an average rating of about 3.6. 

After that, we'll examine the ratings' temporal fluctuations 

and use standard deviation-based techniques to depict the 

lower and upper bounds. 

 

It is clear that throughout time, the average rating has 

continuously fluctuated between 3 and 4. 

 

Fig. 7. Interest in the film noir and comedy genres in the 
late 1990s. 

In Fig. 7. Shows that in the late 1990s, there was a lot of 
interest in the comedy and film noir 

 

Fig 8. Density plot for ratings by genre. 

Figure 8 illustrates that the Film-Noir and Horror categories 

consistently demonstrate high and low average ratings, 

respectively, with occasional extreme values. Following this 

observation, a density plot depicting ratings by genre will be 

generated. 
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Fig. 9. Left-skewed distribution plot for ratings by genre. 

In Figure 9, it is evident that all genres exhibit a left-skewed 

distribution (with an approximate mean of 3.5), except for 

the Horror genre, which is characterized by low ratings. 

 

Fig. 10. Matrix output for the movie recommendation  

The matrix output generated for movie recommendations is 

displayed in Figure 10. In this case, each column represents 

a different movie ID, and each row represents a different 

user ID. This matrix, which was created using the planned 

hybrid system, shows suggestions for the users' preferred 

films. For each user, a certain movie's recommendation 

score is represented as a cell in the matrix. 

 

Fig 11. Recommendation for movie output  

The results of the movie recommendations are shown in 

Figure 11. These suggestions are developed by combining 

conclusions or approximations obtained by combining the 

hybrid approach with K-means++ and IKSOM. The final 

product could include reviews, release years, movie names, 

and other pertinent details.  

A variety of performance criteria were employed in order to 

assess the efficacy of the suggested methodology. These 

measurements include precision, accuracy, recall, mean 

absolute error, F1-score, and root mean square error. A 

detailed description of every performance metric is given 

below. 

 

 

Fig. 12. Performance metrics of RMSE and MAE 

The performance metrics for Mean Absolute Error (MAE) 

and Root Mean Square Error (RMSE) are shown in Figure 

12. Using content-driven K-nearest neighbors (KNN) with 

cosine similarity, the hybrid approach shown in this work 

addresses the cold start issue and yields an RMSE of .512 

and an MAE of 0.325. This technique makes rating 

predictions possible even in situations with limited data. 

Consequently, the suggested hybrid strategy has the ability 

to lower errors in RMSE and MAE by resolving issues with 

data sparsity and cold start.  

The approaches outlined below were used to evaluate the 

suggested hybrid technique's accuracy, recall, and F1-score. 

 

Fig. 13. Performance metrics of the proposed method  

The performance metrics for the suggested method are 

shown in Figure 13. The proposed hybrid technique, which 

makes use of content-driven K-nearest neighbors (KNN), 

IKSOM, and K Means++ clustering, produced impressive 

results: 91.41% accuracy, 92.19% precision, 92.05% recall, 

and a 91.21% F1-score. This approach successfully 

addressed issues with data sparsity and scalability that are 

frequently present in movie recommendations. A review of 

the movie recommendations' quality included determining 

the accuracy, recall, and Root Mean Squared Error (RMSE). 

The hybrid system, as shown in the picture, attained an 

RMSE of 0.4140, compared to the prior system's RMSE 

values of 1.151 for user KNN, 1.044 for item KNN, 1.157 

for Slope One, 1.143 for co-clustering, and 1.136 for 
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NMF.A detailed comparison between the suggested 

approach and some of the techniques currently in use is 

shown in Table 2. 

TABLE 2: Comparison of Proposed Method with Other 
Existing Method. 

Methods  RMSE MAE 

CO-Clustering  1.143 0.893 

Non-Negative Matrix-
Factorization-based approach 
(NMF)  

1.136 0.894 

Proposed Hybrid method .512 0.325 

 

The aforementioned study comes to the conclusion that 

current content-based filtering algorithms are unsuitable 

since they are laborious and inefficient when used on a 

variety of datasets. As a result, a hybrid strategy that 

combines content screening and collaborative techniques is 

suggested as a fix. It has been shown that the best approach 

for rating prediction combines matrix factorization with 

nearest neighbor selection. Cosine similarity is used to 

evaluate user similarity based on their rated films and 

recommend movies with similar users, hence resolving the 

cold-start issue. In the task of grading recommender 

systems, the hybrid system provided performs better than 

previous approaches in both the overall and cold start 

scenarios across significant evaluation criteria such as 

RMSE and MAE. High anticipated accuracy is the outcome 

of the hybrid system's capacity to learn complicated 

knowledge successfully. Therefore, the suggested hybrid 

system maintains excellent accuracy, precision, recall, and 

F1-Score while achieving low RMSE and MAE error rates. 

The suggested hybrid model offers recommendations for the 

top N films in the recommendation system that are more 

accurate than the present method. 

Conclusion 

This study proposed a hybrid movie recommendation 

system based on the Movielens_25M dataset. Initially, the 

Improved Singular Value Decomposition (SVD) matrix 

factorization technique was used to reduce the dataset's 

dimensions and features. After that, the user ratings, release 

year, and description were used to determine the degree of 

film resemblance using the Content-Driven K-nearest 

neighbors (KNN) method. Later, the IKSOM method was 

presented to assess the overlap between reduced clusters of 

nearest neighbors using the EISEN cosine correlation 

distance. The silhouette clustering method was used to 

estimate the ideal number of clusters for organizing movie 

data. After that, the hybrid methodology was used to create 

user and movie matrices and calculate scores. The best 

movie recommendations were then generated by using SVD 

collaborative filtering, which predicted item ratings and 

arranged the items in the appropriate order. With an RMSE 

of .512 and an MAE of 0.325, the suggested hybrid system 

outperformed the existing one in terms of error measures. 

With precision, recall, and F1-score values of 92.19%, 

92.05%, and 91.21%, respectively, it also showed great 

accuracy. As a result, the aforementioned hybrid technique 

produces better results and provides customers with 

accurate movie recommendations. Future iterations of this 

system might offer even more customized movie 

recommendations based on mood, location, and time of day 

in addition to user ratings, viewing preferences, and viewing 

histories.  
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