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Abstract: Diabetes is a disease that is feared today because it has claimed quite a lot of victims. Thus knowing diabetes early can prevent 

death from diabetes. However, for diabetes detection classification tools, there is still no one that uses z-score normalization in the 

classification of the PIMA diabetes dataset, The purpose of this research is to be able to find a classification model for predicting diabetes 

from an early age. we will take a public dataset from the Pima Indians Diabetes Database (PIDD). The method that will be used in this 

study uses an optimization approach with the Improve Binary Grey Wolf Optimizer (BGWO) and Z-Score normalization, for testing it 

will use classification algorithms such as Support Vector Machine (SVM), Decision Tree (DT), k-Nearest Neighbors (KNN). The 

BGWO optimization algorithm and Z-Score normalization is used to optimize the performance of the SVM, DT, and KNN classification 

algorithm in producing the best accuracy value. The BGWO optimization algorithm and Z-Score normalization can increase the accuracy 

value from KNN = 76.5%, DT = 74.7%, and SVM = 77.7% to KNN + BGWO = 78%, DT + BGWO = 76.2% and SVM + BGWO = 

79.8% in PIDD dataset. 
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1. Introduction 

Diabetes is a disease caused by the occurrence of blood sugar 

levels in the body being very high. Diabetes has two types, the 

first type Diabetes mellitus is a chronic disease characterized by 

very high blood glucose levels, due to the inability of the 

pancreas to produce sufficient amounts of insulin [1]. It is 

estimated that about 10% of cases are in the first type. For the 

second type, our body cannot produce sufficient insulin threshold, 

which occurs in almost every diabetic patient. It is estimated that 

about 90% of all diabetes cases worldwide have cases of type 2 

diabetes [2]. People with diabetes, in general, will experience a 

continuous thirst. Besides, people with diabetes will also feel 

hungry for glucose in their blood, and the patient will also feel 

the urge to urinate continuously. If these symptoms are not 

treated quickly, the patient will experience serious complications, 

including diabetic ketoacidosis and hyperglycaemic 

hyperosmolar nonketotic syndrome [3]. 

The typically ingested dose of glucose in the human body ranges 

from 70 to 99 milligrams per deciliter. However, if the glucose 

level in our body exceeds the limit of 126 mg/dl, it can be said 

that the person is included in the category of diabetic [4]. In this 

study, the public dataset is used with the following URL address 

[5] with the dataset name Pima Indians Diabetes (PIDD). In this 

study, an optimization algorithm approach will be used to 

maximize the use of features in the PIDD dataset [6]. The 

optimization algorithm used is the Binary Grey Wolf Optimizer 

(BGWO) algorithm. The BGWO algorithm comes from the Grey 

Wolf Optimizer (GWO) algorithm, where this algorithm is 

included in the metaheuristic algorithm. The GWO algorithm is 

inspired by a pack of grey wolves working together in search of 

prey [7]. The classification algorithms that will be used in this 

study are KNN, DT and SVM. 

This paper consists of 5 sections as follows. Section 2 discusses 

related work. Section 3 discusses about the proposed method. 

Section 4 processes the data and presents the results of the 

experiments that have been carried out and Section 5 provides 

conclusions from the processes that have been carried out and the 

results obtained. 

2. Related Work 

Machine learning (ML) is a method that can be used to predict 

diseases, predict the weather, find the best way to reach a goal, 

make important decisions, and so on [8]. Another benefit of 

machine learning is its flexibility in increasing knowledge in 

making predictions and making better decisions from 

independent variables [9]. This research will discuss the 

optimization algorithm to determine feature selection, then the 

use of supervised learning in classifying diabetes. The 

classification methods to be used are Support Vector Machine 

(SVM), Decision Tree (DT), and K-Nearest Neighbors (KNN). In 

addition, the optimization algorithm that will be used for feature 

search is the Binary Grey Wolf Optimizer (BGWO).  

2.1. Binary Grey Wolf Optimizer (BGWO) 

BGWO is an algorithm developed from the Grey Wolf Optimizer 

(GWO) algorithm; Mirjalili first discovered the GWO algorithm 

in 2014. Initially, this algorithm was created to get the best 

accuracy value by optimizing global search and existing datasets. 

This algorithm is based on the behaviour of the grey wolf in 

search of food sources[10][11]. In the GWO algorithm, there are 

four types of grey wolves, the highest order in the grey wolf 

group in hunting. The first type is alpha (α), beta (β), delta (δ), 

and omega (ω) [12]. In the grey wolf group, there are three 
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highest types in the grey wolf pack, including α, β, δ then for ω 

will be the follower of his leadership, that is, the three leaders of 

the grey wolf [13]. α is the leader of a herd of grey wolves in 

search of prey for shelter to nesting tours, β is the assistant to the 

leader of the grey wolf pack, δ type beta are wolves that will be a 

substitute for types α, β and usually, he is good at hunting, as well 

as the strongest team when hunting, and finally type ω is the 

lowest type in the hierarchy of grey wolves [15]. And the formula 

for GWO can be seen in the following Eq. [16]: 

�⃗�(𝑡 + 1) = 𝑋𝑝
⃗⃗ ⃗⃗ ⃗(𝑡) − 𝐴. �⃗⃗⃗�  (1) 

Where the value 𝑡 represents the iteration and the value of �⃗⃗⃗�  is 

the vector distance between the wolf's current position �⃗�(𝑡) and 

the prey position 𝑋𝑝
⃗⃗ ⃗⃗ ⃗(𝑡) and �⃗� indicates the position vector of a 

grey wolf. The formula can be seen in Eq. 2 below. 

�⃗⃗⃗� = |𝐶. 𝑋𝑝
⃗⃗ ⃗⃗ ⃗(𝑡) − �⃗�(𝑡)|  (2) 

Vector variables A and C are vector coefficients used in eq. 3 and 

4, respectively [16-17]. 

A⃗⃗⃗ = 2a⃗⃗. r1⃗⃗⃗⃗ − a⃗⃗  (3) 

C⃗⃗ = 2. r2⃗⃗⃗⃗   (4) 

For variables 𝑟1⃗⃗⃗ ⃗,𝑟2⃗⃗⃗⃗  are vectors randomized from the value [0,1], 

then �⃗� is the primary control of the parameter, this value will 

continue to decrease from value 2 to 0 as shown in Eq. 5 [19]. 

a⃗⃗ = 2. (1 −
t

T
)  (5) 

The variable t value is the current iteration value, and the 𝑇 value 

is the total iteration value for each wolf that will update its 

respective position (𝑋, 𝑌) randomly based on the prey 

position(𝑋′, 𝑌′). Vector 𝐴 and 𝐶 after the encircling process is 

complete, the hunting process begins with the following formula 

[20]. 

{

Dα
⃗⃗⃗⃗⃗⃗ = |C1

⃗⃗⃗⃗⃗. Xα
⃗⃗ ⃗⃗ ⃗(t) − X⃗⃗⃗(t)|

Dβ
⃗⃗⃗⃗⃗⃗ = |C2

⃗⃗⃗⃗⃗. Xβ
⃗⃗ ⃗⃗⃗(t) − X⃗⃗⃗(t)|

Dδ
⃗⃗ ⃗⃗ ⃗ = |C3

⃗⃗⃗⃗⃗. Xδ
⃗⃗⃗⃗ ⃗(t) − X⃗⃗⃗(t)|

  (6) 

{

X⃗⃗⃗1(t + 1) = |Xα
⃗⃗ ⃗⃗ ⃗(t) − A⃗⃗⃗1. D⃗⃗⃗α|

X⃗⃗⃗2(t + 1) = |Xβ
⃗⃗ ⃗⃗⃗(t) − A⃗⃗⃗2. D⃗⃗⃗β|

X⃗⃗⃗3(t + 1) = |Xδ
⃗⃗⃗⃗ ⃗(t) − A⃗⃗⃗3. D⃗⃗⃗δ|

 (7) 

In the iteration cycle above, the final position vector results are 

obtained 

X⃗⃗⃗(t + 1) =
X⃗⃗⃗1(t)+X⃗⃗⃗2(t)+X⃗⃗⃗3(t)

3
  (8) 

𝑋𝛼
⃗⃗ ⃗⃗ ⃗(𝑡), 𝑋𝛽

⃗⃗ ⃗⃗ ⃗(𝑡), 𝑋𝛿
⃗⃗ ⃗⃗ ⃗(𝑡)are the vector variable represents the best 

locations of all types of wolves in the current iteration. And for 

the Binary Grey Wolf Optimizer formula (BGWO) [21]. 

Xbinary(t + 1) = f(x) = {1, sigmoid (
X⃗⃗⃗1(t)+X⃗⃗⃗2(t)+X⃗⃗⃗3(t)

3
) ≥ rand

0, otherwise
 (9) 

The variable  𝑋𝑏𝑖𝑛𝑎𝑟𝑦(𝑡 + 1) is an additional variable to provide 

an update on the location of the food source, and after that, the 

sigmoid function 𝑆(𝑋) is created in the formula Eq. 14 with the 

value of r being a random value of 𝜖[0,1] 

S(X) =
1

1+e(−10(x−0,5))
  (10) 

 

Pseudocode of BGWO [22] 
Parameter initialization BGWO 
Randomly generates gray wolves positions 
Calculate the fitness of each gray wolf 
Find 𝐷𝛼 , 𝐷𝛽 , 𝑎𝑛𝑑 𝐷𝛿 

For i = 1: max_it do 
Update 𝑎, 𝐴, 𝑎𝑛𝑑 𝐶 by eq. (3),(4),(5) 
Calculate position of each grey wolves by eq. (9),(10) 
Calculate the fitness of each grey wolf 
Update 𝐷𝛼 , 𝐷𝛽 , 𝑎𝑛𝑑 𝐷𝛿 

End for 
Output 𝐷𝛼 
 

2.2. Support Vector Machine (SVM) 

Traditional Support Vector Machine (SVM) has been 

successfully used on existing classification problems. SVM has 

characteristics used in existing properties such as kernel, scarcity, 

and global solutions [23]. There are two main challenges to the 

SVM algorithm. First, primal SVM is used to solve quadratic 

programming problems on a large scale, leading to higher 

computational complexity [24]. Second, when linear 

independence cannot be met, it is difficult to achieve satisfactory 

performance with only one row or two parallel classification 

hyperplane [25][26]. SVM was created to solve binary 

classification problems [27][28]. SVM is a very sophisticated 

machine learning algorithm because the SVM algorithm defines 

the dataset with a hyperplane and uses an extraordinary level to 

classify the existing dataset points [29][30]. SVM is an algorithm 

that relies on hyperplane to separate classification data. The 

Optimal hyperplane has been determined as shown in eq.11[31]. 

wt. x + b = 0  (11) 

w is the coefficient of the vector orthogonal to the hyperplane, 

and the variable b indicates the distance between the points in the 

dataset and the point origin. If it is known that the value of x is a 

point on a two-dimensional graph with the formula 𝑦 = 𝑎𝑥 + 𝑏 

then the variable x is changed to x1, and y is changed to x2, so the 

formula 𝑎𝑥1 − 𝑥2 + 𝑏 = 0 is simplified to  𝑥 = (𝑥1, 𝑥2) and 𝑤 =
(𝑎, −1) then it will look like in Eq. 12. 

w = ∑ αiyixi
n
i=1   (12) 

αi is the Lagrange multipliers variable, and the constant n is the 

value of the vector. 

yi(wt. x + b) − 1 = 0  (13) 

Based on Eq. 13, it can be concluded that the function of the 

linear discriminant is as follows 

yî = sgn(∑ αiyix
txi + bn

i=1 )(14) 

And for non-linear functions are as follows 

yî = sgn(∑ αiyiK(xi, x) + bn
i=1 ) (15) 

Where the value of 𝐾(𝑥𝑖 , 𝑥) is determined from determining the 

value of the kernel function. For the Gaussian kernel function, it 

has a function like 𝐾(𝑥𝑖 , 𝑥) = 𝑒𝑥𝑝(−𝛾‖𝑥 − 𝑥𝑖‖2) then for a 

polynomial function like this𝐾(𝑥𝑖 , 𝑥) = (𝑥𝑡𝑥𝑖 + 1)𝑑. 
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2.3. Decision Tree (DT) 

Decision Tree (DT) is one of the algorithms included in 

supervised machine learning which is commonly used on datasets 

that have been labelled or often referred to as dataset 

classifications. Then the dataset is divided into tree branches and 

leaves which are described by giving true and false values [32]. 

The DT algorithm is very popular as a learning technique in 

statistics and machine learning [33]. In the DT algorithm, there 

are naming nodes including root nodes, internal nodes and leaf 

nodes. The root node is the node at the top of the DT, the internal 

node is the branch with the leaf node, and the leaf node is the last 

node. A schematic view of the DT can see in Fig. 1. 

 

 

 

 

 

 

 

 

 

 

Fig.1. Schematic view of a decision tree [34] 

In the DT algorithm there is a calculation formula called the 

entropy value and the information gain value. Both of these value 

calculations have their own criteria, because entropy values are 

usually used to measure impurities in existing datasets. Then the 

gain information value is usually used to segment the dataset that 

has been selected for classification. The DT formula can be seen 

in Eq. 16 [35]. 

Entropy(S) = ∑ pi log 2piC
i=1 (16) 

Where variable S is the entropy of the classification set to the 

value of variable C, then the value of the variable 𝑝𝑖 is the ratio of 

the number of subsets of the dataset and 𝑖 − 𝑡ℎ is the attribute 

value in the dataset. 

Gain (S, A) = ∑ V ∈ V(A)
|SV|

S
Entropy(SV) (17) 

The value of the Gain variable (S,A) is obtained from equation 

16, where the value of attribute A is included in the set 𝑉(𝐴) and 

𝑆𝑉 is part of the value of variable S and the value of variable S is 

equal to the value of variable V. 

2.4. K-Nearest Neighbors (KNN) 

The KNN algorithm is usually widely used by researchers in the 

fields of pattern recognition, classification and regression 

research [36][37]. The KNN algorithm will generally assign a 

weight value to the K variable which will be used in determining 

the number of neighbors [38]. KNN has many distance functions 

that are used to measure the distance between two different data 

samples, one of which is the Euclidean Distance function [39]. 

Then the Euclidean Distance formula is like the Eq. 18. 

dB(x, y) = √∑ (xa − ya)2
a∈B (18) 

𝐵 is a subset of features where 𝐵(𝐵 ⊂ 𝐶) value 𝑥, 𝑦 are the 

variables of the two sample datasets and 𝑥𝑎 consists of the 

variable 𝑥 which is the reference value 𝑎. 

2.5. Z-Score Normalization 

Z-Score normalization is a measure of the divergence of an 

observation in a dataset to find results that are close to the 

original value taken from the average value [40]. For the formula 

as shown in eq. 19. 

Z = (X − μ) σ⁄   (19) 

The z value is a normalized Z-Score. Where X is the value to be 

searched, is the mean value of the feature column in the PIDD 

dataset, and is the standard deviation value obtained through the 

function. 

σ = √
∑(xi−μ)2

N
  (20) 

The variable 𝑁 is the total data from the feature, and 𝑥𝑖 is the 

value of the dataset to be changed. 

2.6. Dataset 

The dataset used in this study is a dataset obtained from the 

public dataset with the URL: PIDD. This dataset describes people 

with diabetes, especially women from a minimum age of 21 years 

to 81 years, by looking at the features of the number of 

Pregnancies, Glucose content, Blood Pressure, Skin Thickness, 

and Insulin use. As seen from body weight Body Mass Index 

(BMI), Diabetes Pedigree Function, Outcome is a classification 

score of 0 is a woman who does not indicate diabetes, but for a 

value of 1 it is the opposite. With a total number of lines reaching 

768 and there are 9 features in the PIDD dataset. Table 1 shows a 

brief dataset from rows 1 to 5 and from rows 764 to 768.  

Table 1 shows that there are several row with a value of 0, so this 

0 data will then be deleted to get the best accuracy value. The 

process will be explained in the following process in the pre-

processing phase of the methodology. 

Table 1. Information Dataset PIDD[41] 

No Feature Description of the attribute  

1 Pregnancies Number of Times 
2 Age Years 

3 Glucose Plasma glucose concentration 

(mg/dL) 
4 

Insulin 
2-hour serum insulin (mu U/ml) 

5 
BMI 

Body mass index(weight in 

kg/(height in m).2 

6 
Blood Pressure 

Diastolic blood pressure (mm Hg) 

7 
Skin Thickness 

Triceps skin fold thickness(mm) 

8 
Pedi 

Diabetes Pedigree Function 

9 
Outcome 

1: Diabetic, 0: Non Diabetic 

3. Methodology 

The methodology in this study uses an optimization algorithm 

approach and a classification algorithm. This study will use three 

classification algorithm comparisons: SVM, Decision Tree (DT), 

and K-Nearest Neighbors (KNN). The optimization algorithm 

that will be used in this research is BGWO. This algorithm will 

select the best features to produce good accuracy and minimize 

excessive memory and processor usage when carrying out the 

classification process. The stage of this research begins with a 

dataset search. The dataset used is the PIDD dataset. Then enter 

the next stage, namely pre-processing, wherein in the pre-

processing stage, there are processes such as finding missing 

values in the dataset, normalizing with the Z-Score, and using the 

feature selection algorithm with BGWO. The next step is to use a 
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classification algorithm that will be used to obtain accuracy, 

precision, recall, and F1-Score values. A classification algorithm 

is used to determine the outcome of those with diabetes with 

results that are not included in people with diabetes. The 

algorithm will conduct training and testing of the dataset to 

produce the best accuracy value. The PIDD dataset is a public 

dataset that anyone can use. In this research, all processes from 

feature selection and classification algorithms use Matlab 2018 

tools. 

The research methodology used is a machine learning approach, 

where the process begins with data pre-processing, Z-Score 

normalization, feature selection, and classification algorithms 

(SVM, KNN, DT), which can be seen in figure 2. The dataset 

obtained through the public dataset with the dataset name PIDD 

is then processed to remove data that has a value of 0 with an 

example, as shown in table 2 below. 

Table 2. Dataset PIDD Missing Value 

No Name Of 

Feature 

Total Delete row 

1 Pregnancies 111 
2 Glucose 5 

3 Blood Pressure 25 

4 Skin Thickness 172 
5 Insulin 119 

 

Table 2 is part of the pre-processing process to find the missing 

values in the dataset. In this study, the missing values are 

searched for a value of 0, and the row with a value of 0 for each 

feature will be deleted. The value 0 that is not deleted is only in 

the outcome feature because the outcome is a classification value 

from the PIDD dataset. The classification algorithm will use this 

outcome value to obtain accuracy, precision, recall, and F1 score. 

After obtaining a dataset value without a value of 0, the next step 

is normalization. For the normalization process, the Z-Score 

normalization formula is used. Why does the dataset have to be 

normalized? It equates the value of each feature so that the gap is 

not too big. If there is a large difference in gap values in the 

dataset, it will result in poor accuracy results in the classification 

algorithm; therefore, a normalization process is needed in the 

dataset preprocessing section. Next is the process of finding 

feature selection that will be used in the three classification 

algorithms, for feature selection algorithms using BGWO to get 

the best features for use by classification algorithms such as 

SVM, KNN, and DT.  

 

Fig 2. Research Methodology 

4. Result 

The PIDD dataset is obtained from the public dataset and consists 

of 768 rows and 9 features. Before the dataset is used, the first 

thing to do is to remove the value 0 in each existing row. 

4.1. Feature Selection with BGWO 

After the normalization process is complete, the next step is to 

enter the feature selection stage. This stage is the final stage of 

data pre-processing. At this stage, the parameters of the BGWO 

algorithm will be set as follows. 

Table 3. Set Parameter BGWO 

BGWO Parameter Value 

N 14 

Max Iteration 100 

The value of N is the number of wolves used in the BGWO 
algorithm, and the parameter value is the value tested previously 
to get the best value in the PIDD dataset. Then Max Iteration is 
the maximum repetition in the BGWO algorithm. The PIDD data 
set has 9 features where each feature is related to each other. The 
BGWO algorithm is used on the PIDD data set to find 
relationships between these features. The relationship between 
features will be used in the classification algorithm. The feature 
selection results from the BGWO algorithm will be used with the 
aim of increasing the accuracy, precision, recall and F1-score 
values. The BGWO algorithm used in the PIDD data set consists 
of 9 features, but with the BGWO algorithm there are only 5 
features as seen in table 4. 

Table 4. Feature Selection BGWO 

No Feature Feature Choice 

1 Pregnancies • 

2 Age • 

3 Glucose • 

4 Insulin  

5 BMI  

6 Blood Pressure  
7 Skin Thickness • 

8 Diabetes Pedigree Function  

9 Outcome • 

 

Table 4 shows that the features that will be used in the 

classification algorithm consist of five features, including 

pregnancy, age, glucose, insulin, BMI, blood pressure, skin 

thickness, diabetes pedigree function, and outcome. The feature 

selection results show that the relationship between features in 

the PIDD data set consists of five features. These five features are 

then used in the classification algorithm to obtain accuracy, 

precision, recall and F1 score results. Figure 3 below shows the 

fitness value which is close to 0, namely 0.114286. If the fineness 

value is close to 0, the accuracy value will be better. 

 

Fig 3. Fitness Value BGWO PIDD 

4.2. Classification Algorithm 

The feature selection process in the BGWO algorithm has carried 
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out the PIDD dataset. Next, checking the data pattern first uses a 

scatter plot with the appearance as shown in Figure 3. 

 

 

Fig 3. Scatter Plot dataset PIDD 

 

From these data, it can be concluded that the data distribution 

looks uneven, which causes the process of identifying the 

correctness of the prediction error to be relatively high. However, 

choosing a good classification algorithm will also provide the 

best accuracy. In addition, determining parameters for each 

classification algorithm increases the current accuracy value. As 

for determining the parameters of each classification algorithm 

can be seen in table 5. 

Table 5. Parameter Classification Algorithm 

Parameter SVM KNN DT 

Kernel Function Quadratic   

Kernel Scale 3   

Box Constraint 

Level 

5   

Multiclass method One-vs-one   

Preset  Cosine KNN Fine Tree 

Number of 

Neighbors 

 7  

Distance Metric  Minkowski   

Distance Weight  Equal  

Maximum number 
of splits 

  6 

Split Criterion   Gini's diversity 

index 

Surrogate Decision 

Splits 

  Off 

 

This parameter has been tested on the PIDD dataset. For testing 

the BGWO feature selection algorithm and Z-score normalization 

using the cross-validation method. Where this method is used to 

determine the training and testing of the PIDD dataset with a 

cross-validation value of 5. Then the results of the classification 

algorithm testing are shown in table 6. 

Table 6. Comparison Between SVM, KNN, and Decision Tree 

Algorithms 

No Pima Indians Diabetes Dataset 

Algorithm Accuracy Precision Recall F1-

Score 

1 KNN 76.5% 88% 65.19% 74.89% 

2 DECISION TREE 74.7% 81% 68.07% 73.97% 

3 SVM 77.7% 89% 66.42% 76.07% 

4 KNN+BGWO 78% 72.97% 81% 76.78% 

5 DECISION 

TREE+BGWO 

76.2% 69.49% 82% 75.23% 

6 SVM+BGWO 79.8% 75.93% 82% 78.85% 

 

Table 6 shows that the results of the normalization process, 

feature selection, and classification algorithm obtained the 

highest result using the SVM classification algorithm with an 

accuracy value of 79.8%. This is because the classification 

process has gone through several stages above. This value is 

generated because of the feature selection algorithm BGWO 

which increases the current accuracy value. The SVM precision 

value is also high, which means errors occur with truth 

predictions above 75.93%. In addition, using Z-Score 

normalization also increases the accuracy of the SVM algorithm. 

5. Conclusion and Future Work 

From the results of the research that has been done, it can be 

concluded that the use of the SVM+BGWO classification 

algorithm is the best combination of algorithms from the 

KNN+BGWO and DT+BGWO algorithms. In future research, 

the BGWO algorithm will be developed with the Sine Cosine 

Algorithm (SCA), (SCA-BGWO) algorithm to be able to increase 

the fitness value of the BGWO algorithm. 
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