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Abstract: The low percentages of cure for advanced stages of lung cancer highlight how crucial early discovery is to improving 

prognoses. Therefore, identifying the disease in its early stages is a potential direction in lung cancer diagnosis research. Using Principal 

Component Analysis (PCA) for feature extraction and Gray-Level Co-occurrence Matrix (GLCM) features for detection and 

classification of lung cancer, the proposed study compares several machine learning techniques. The suggested techniques are assessed 

using three classifiers: Naive Bayes (NB), Decision Tree (DT), and Support Vector Machine (SVM). The goal of the study is to 

determine which of these classifiers is the best at correctly recognising and classifying cases of lung cancer. This study advances the 

understanding of machine learning strategies for improving lung cancer diagnosis and classification, perhaps leading to better patient 

outcomes, by carefully examining the effectiveness of each approach. Using Local Binary Patterns (LBP) to extract features led to 

notable improvements in all algorithms. The results show that LBP features are useful in increasing classification performance: Naive 

Bayes (NB) attained an accuracy of 0.851, Decision Trees (DT) to 0.912, and Support Vector Machine (SVM) to 0.961. 

Keywords: Decision Tree, Gray-Level Co-occurrence Matrix, Lung Cancer, Machine Learning, Naive Bayes, Principal Component 

Analysis. 

1. Introduction 

Nearly Lung cancer is a serious and potentially fatal illness 

that frequently goes undiagnosed, increasing the death rate. 

To remove carbon dioxide from the body and give oxygen 

to the body, the lungs are essential. Uncontrollably 

growing lung tissue and cells that have the potential to 

spread to neighbouring tissues are the cause of lung cancer 

[1]. It is the primary cause of cancer-related deaths in men 

and the second in women worldwide, accounting for over 

1.3 million deaths yearly, with 30–40,000 new cases 

reported in Turkey. Compared to other cancers like 

colorectal, pancreatic, and breast cancers, lung cancer has a 

greater death rate. By 2050, it is anticipated that the 

number of cancer cases would have doubled, with lung 

cancer playing a significant role. One factor contributing to 

the high death rate from lung cancer is late-stage diagnosis 

[2]. Understanding its genesis, early detection methods, 

and suitable therapy are necessary for improving results. 

Along with the population's rapid rise, diseases like 

cholera, chikungunya, cancer, and others are becoming 

more common. One of these diseases that is currently the 

leading cause of death worldwide is cancer [3]. Cancer can 

begin in any one of the billions of cells that make up the 

human body. Human cells normally divide and grow in a 

regulated way to produce new cells as needed by the body. 

As they degenerate or age, cells undergo programmed cell 

death to make way for new ones. However, the onset of 

cancer upsets this well-ordered process [4]. Efficient 

evaluation is essential for identifying irregularities in 

medical images, especially in conditions like breast and 

lung cancer. At different stages of treatment, different 

image processing techniques are used to enhance image 

quality for early diagnosis. Modalities like computed 

tomography (CT), positron emission tomography (PET), 

and X-ray are often used to assess lung nodules, even 

though they can be expensive and time-consuming. 

Therefore, there is an urgent need for a novel Computer-

Aided Design (CAD) system that can accurately identify 

lung cancer in its early stages [5]. Many of the existing 

solutions do not meet the needs of radiologists, even 

though CAD systems are indispensable to medical 

radiology. Studies have indicated that early detection of 

lung tumours using CT scans might significantly improve 

patient survival rates, perhaps reaching 90% [6]. 

Consequently, CT scans are often the suggested modality 

for CAD systems. These CT images are typically sourced 

from institutions like the Cancer Image Archive, which 

specialise in cancer analysis and maintain enormous 

datasets of medical imaging. A CT scan of Figure 1 reveals 

lung cancer. The leading cause of cancer-related death 

worldwide is still non-small cell lung cancer (NSCLC) [7]. 

The five-year survival rate for NSCLC patients is less than 

25%. Due to the rarity of early symptoms, most NSCLC 

lesions are already locally advanced at the time of initial 

diagnosis. NSCLC is divided into two main histological 

subtypes: adenocarcinoma (ADC) and squamous cell 
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carcinoma (SCC). The best course of action for each 

patient's treatment is the best way to lower the NSCLC 

death rates. One of the most important prognostic factors is 

still accurate lesion characterization of the difference 

between ADC and SCC [8]. The lesion's histological 

subtype determines the best course of treatment. 

individuals with ADC may benefit from treatment with 

tyrosine kinase inhibitors, a drug that has shown 

therapeutic efficacy in ADC cases. However, more testing 

is required to identify whether EGFR (epidermal growth 

factor receptor) mutations are present in these individuals. 

Treatment for SCC does not benefit from these inhibitors 

[9]. The efficiency of treatment and the likelihood of side 

effects varies for SCC and ADC, and the same is true for 

immunotherapy and chemotherapy. NSCLC sub-type 

identification is primarily based on cytological or 

histological examination [10]. Regretfully, there is a 

significant chance of problems with these testing. The 

sensitivity of these approaches ranges from 79% to 98%, 

depending on the location and procedures of the tumour 

[11]. There is a continuous search for novel techniques that 

enable the non-invasive detection of NSCLC histological 

subtypes. Adenocarcinoma, squamous cell carcinoma, and 

small cell carcinoma are the three most common kinds of 

lung cancer, with an accuracy rate of almost 71%, 

according to an analysis of microscopic pictures [12]. Deep 

convolution has been used in this instance to classify 

carcinoma and adenocarcinoma. A result of almost 80% 

was obtained from other studies that used histological 

images of two forms of non-small cell lung cancer, 

squamous cell carcinoma and adenocarcinoma [13]. A 

three-step automatic classification technique based on deep 

learning was utilised to achieve this figure, which 

identified both statistical and morphological features. and a 

random forests-based regression model [14]. 

Researchers can use machine learning algorithms to 

evaluate how well different methods identify and 

categorise cases of lung cancer. By accurately assessing 

medical imaging, such as CT scans, machine learning 

(ML) contributes significantly to the early diagnosis and 

treatment planning of lung cancer [15]. Machine learning 

algorithms can identify minute patterns and irregularities in 

lung pictures that might not be readily discernible to 

human viewers. This might result in prompt intervention 

and enhanced patient results [16]. As machine learning 

(ML) continues to progress, radiologists may rely on ML 

to help them identify lung cancer early on, improving 

patient care overall and screening program effectiveness. 

The introduction, Methodology, Results and Discussion, 

and Conclusion parts make up the paper's organizational 

structure. The Introduction sets the scene for lung cancer 

diagnosis while highlighting the importance of cutting-

edge machine learning techniques. The methodology 

descry 

bes the methods used, such as different classifiers and 

GLCM feature extraction. The findings and their 

interpretation are presented in the Results and Discussion 

section, and future study directions and critical insights are 

summarized in the Conclusion. 

2. Materials and Methods 

In the field of medical diagnostics, accurate lung cancer 

diagnosis and categorization are crucial since they greatly 

impact treatment options for patients and their overall 

prognosis. The application of more sophisticated deep 

learning and machine learning techniques has resulted in a 

discernible shift in the direction of automating and 

enhancing this diagnostic procedure. By utilizing machine 

learning algorithms and certain feature extraction 

techniques, scientists can distinguish between patterns of 

malignant and non-cancerous tissue in lung pictures. 

Moreover, these sophisticated models can classify different 

subtypes of lung cancer according to distinctive features 

that may be identified in the imaging data. Through 

enabling early detection, facilitating rapid intervention, and 

ultimately improving treatment efficacy, such 

advancements hold significant potential for improving 

patient outcomes in the management of lung cancer. The 

chance of surviving at an advanced stage of the disease is 

reduced when compared to the treatment and lifestyle to 

survive cancer therapy when diagnosed at an early stage. 

This paper outlines ML-based approach for lung cancer 

detection from CT images. It begins by extracting lung 

regions from the images and then segments each slice 

within these regions. 

 

3. Proposed Model  

The methodology for identifying and categorizing lung 

cancer entails multiple crucial processes. First, a dataset 

containing pictures from lung CT scans—both healthy and 

malignant cases—is gathered. To guarantee consistency 

across the dataset and boost quality, these photos go 

through preprocessing procedures like scaling, 

normalization, and contrast enhancement. Then, each 

image's important features are extracted, capturing 

structural patterns and texture using methods like Principal 

Component Analysis (PCA) and Gray-Level Co-

occurrence Matrix (GLCM). GLCM provides information 

about the spatial distribution of pixel values in a picture, 

whereas PCA reduces the dimensionality of the feature 

space by translating the original features into a lower-

dimensional space.  
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Subsequently, the dataset is divided into testing and 

training sets, often with a 70–30 split. The training set is 

used to train machine learning classifiers like Naive Bayes 

(NB), Decision Tree (DT), and Support Vector Machine 

(SVM). These classifiers identify the relationships between 

the retrieved features and the presence or absence of lung 

cancer. Finally, the performance of the trained classifiers is 

evaluated using the testing set. Metrics like accuracy, 

precision, recall, and F1-score are used to assess how well 

each classifier determines and groups cases of lung cancer. 

All things considered, this methodology builds a robust 

system for lung cancer identification and classification by 

combining machine learning classifiers with feature 

extraction techniques like GLCM and PCA. 

3.1 Dataset: 

Lung cancer research frequently makes use of several 

publicly accessible datasets, especially when it comes to 

machine learning and medical imaging analysis. For the 

research the dataset has been gathering from LIDC-IDRI 

dataset. This data set includes. Benign and malignant. 

Along with these various classes like Adenocarcinoma, 

Large cell carcinoma, Squamous cell carcinoma and 

Normal.  

3.2 Pre-processing 

Pre-processing for lung cancer typically involves 

extracting relevant features from CT scan images to 

enhance classification accuracy. In the proposed research it 

includes resizing, normalization, and contrast enhancement 

to ensure consistency and improve dataset quality. CLAHE 

and Gaussian filtering are utilized to normalize and 

denoise images, preparing them for machine learning 

analysis. 

Principal Component Analysis (PCA) 

One of the most important methods for dimensionality 

reduction in the field of lung cancer detection and 

classification is Principal Component Analysis (PCA). In 

terms of mathematics, PCA seeks to maintain the 

maximum variance of the original data while converting a 

high-dimensional dataset into a lower-dimensional 

subspace. By locating the main components that represent 

the most variance in the data, PCA is a technique used in 

the analysis of CT scan pictures for lung cancer that 

reduces the dimensionality of the images [17]. This 

decrease enables more effective feature extraction, 

assisting in the minimal information loss in the 

classification of lung cancer. 

3.3 Gray-Level Co-occurrence Matrix (GLCM) 

The Gray-Level Co-occurrence Matrix (GLCM) is a 

powerful tool in lung cancer classification, capturing 

texture patterns in medical images by quantifying spatial 

relationships between pixel intensities [18]. Texture 

features extracted from GLCM, including energy, entropy, 

contrast, correlation, and homogeneity, provide 

discriminative markers for differentiating lung cancer 

types and stages. Integrating GLCM-based texture analysis 

into classification pipelines enhances diagnosis precision, 

enabling personalized treatments and better patient 

outcomes. GLCM feature extraction involves using 

equations to quantify the occurrence frequency of two 

pixels in lung images [19]. 

 

3.4 Model Training: 

3.4.1 Naive Bayes: 
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The Naive Bayes algorithm is utilized for cancer 

prediction, leveraging feature independence to compute 

probabilities for different groups based on available 

features, such as characteristics extracted from CT images 

for lung cancer prediction [20]. After training with labeled 

data, it generates predictions for new images, and 

classification accuracy is assessed using a confusion matrix 

[21]. In Figure 4, labels C1, C2, and C3 represent distinct 

classes, with the highest probability indicating that an 

incoming data point X likely belongs to class C1. 

 

Figure 3: Example of Data and Probability Relations 

The  following equation were used  to calculate the 

probabilities. 

 

3.4.2 Decision tree algorithm  

The decision tree algorithm, commonly used for 

classification tasks, is also applicable for cancer prediction. 

It constructs a tree based on available data, analyzing 

features to determine the best splits for accurate 

classification. The objective is to create a predictive model 

that assigns classes to instances based on their features 

[22]. Within a decision tree framework, individual nodes 

represent specific symptoms drawn from the set S = {s1, 

s2, s3, ..., sj}, where 'S' denotes conditional attributes. 

Each branch, denoted by vi, 'k', corresponds to the values 

of each symptom, representing the hth range for the ith  

symptom. At the leaves, decisions D = {d1, d2, ..., dk} are 

presented along with their binary values, wdk={0, 1}. By 

documenting each path from the root to the leaves, a 

collection of association rules was generated by converting 

the decision tree structure [23]. 

 

Figure 4: Sample Structure of   Decision Tree 

The set of association rules for the above given tree are: 

 

3.5 Support Vector Machine (SVM) : 

The Support Vector Machine (SVM) algorithm is a 

powerful tool for cancer prediction, especially with high-

dimensional image data like CT scans. It operates by 

separating the dataset into two classes using kernel 

functions and a hyperplane in a three-dimensional space 

[24]. For instance, in lung cancer detection from CT scans, 

SVM with a radial basis function (RBF) kernel is 

employed after pre-processing the images to extract 

relevant features. The model is trained with labeled 

images, distinguishing between normal and abnormal 

tumors, and then tested with new data. Evaluation using a 

confusion matrix reveals the accuracy of the SVM 

classifier's predictions [25]. 

4. Results and Discussions 

The lung cancer dataset used in the research consists of 

600 images, with 150 images per class (Adenocarcinoma, 

Large cell carcinoma, Squamous cell carcinoma, and 

Normal). MATLAB was used on an i5 system for model 

development. Machine learning methods such as Naive 

Bayes (NB), Decision Trees (DT), and Support Vector 

Machines (SVM) have been developed for lung cancer 

detection, employing feature selection techniques like 

Gray-Level Co-occurrence Matrix (GLCM) and Local 

Binary Patterns (LBP) to enhance accuracy and robustness 

in classification. Random selection of training and testing 

data ensured unbiased evaluation. Statistical parameters 

gauged model performance, aiding in accurate lung cancer 

classification. The classification model underwent 5-fold 

cross-validation, dividing the dataset into five subsets for 

testing and training iteratively. This method ensures robust 
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evaluation and reliable performance assessment across 

different data partitions. Figure 5 showcases sample 

images employed for lung cancer classification. 

 

Figure 5: Feature Extraction using LBP 

The plot of the minimum objective function value versus 

the number of function evaluations in MATLAB typically 

indicates the progress of an optimization algorithm. The 

plot of minimum objective versus function evaluations 

serves as a valuable tool for understanding and evaluating 

the performance of optimization algorithms, guiding their 

application, and fine-tuning parameters for better results. 

Figure 6 demonstrates a decreasing trend, indicating 

convergence towards an optimal solution. 

The classification accuracies of NB, DT, and SVM were 

assessed for a task utilizing GLCM features extracted and 

LBP as in table 1 and table 2 respectively. Initially, 

without GLCM feature extraction, NB achieved an 

accuracy of 0.792, DT reached 0.872, and SVM obtained 

0.921. Upon employing LBP feature extraction, noticeable 

improvements were observed across all algorithms. 

Specifically, NB's accuracy increased to 0.851, DTs to 

0.912, and SVM's to 0.961, showcasing the efficacy of 

LBP features in enhancing classification performance. 

Notably, SVM demonstrated the highest accuracy, 

indicating its effectiveness in leveraging these features for 

accurate classification. These results underscore the 

importance of feature selection and extraction techniques 

in improving machine learning model performance for 

classification tasks. 

 

Table 3 illustrates the statistical parameters obtained 

through 5-fold cross-validation for the implementation of 

LBP in conjunction with SVM for lung cancer detection 

and classification. The table provides a comprehensive 

overview of the performance metrics achieved by this 

method, highlighting its efficacy in accurately identifying 

and categorizing instances of lung cancer. 
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Figure 6 shows the hyperparameter curve, Figure 7 the 

Receiver Operating Characteristic (ROC) curve, and 

Figure 8 the confusion matrix for the LBP -based NB, DT, 

and SVM classifiers used to detect and classify lung 

cancer. When combined, these numbers show how well  

 

SVM and LBP work, highlighting their efficacy as the 

most promising combination for a reliable and accurate 

classification of lung cancer. 

5. Conclusions 
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By using PCA for feature extraction and GLCM features 

for detection and classification, the proposed study 

compares several machine learning techniques for lung 

cancer detection and classification. Three classifiers—NB, 

DT, and SVM—are assessed for efficacy in this study. The 

purpose of this comparison analysis is to evaluate how 

well the suggested approaches work in correctly 

identifying and classifying cases of lung cancer. In 

summary, compared to their performance without feature 

extraction, the experimentation with GLCM features 

extracted using LBP greatly improved the classification 

accuracies of NB, DT, and SVM. The utilization of 

GLCM-LBP features led to notable accuracy 

improvements across all algorithms, with SVM achieving 

the highest accuracy of 0.961. These findings underscore 

the effectiveness of GLCM-LBP feature extraction in 

improving the discriminatory power of machine learning 

models, highlighting its potential for enhancing 

classification performance in various applications. 
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