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Abstract: Virtual devices’ mobile application processors continue to evolve, and technologies are emerging accordingly. Although the 

virtual reality with hand tracking enables to manipulate the contents without a controller, the devices support only the limited actions, and 

the hand tracking can be used only for the simple games. However, hand tracking can provide users with an intuitive, comfortable feeling 

of operation and preventing accidents by using their hands right away. To track hands, there is a MediaPipe from Google that enables hand 

tracking with a normal webcam. This paper describes how to use a new motion for the virtual reality contents using MediaPipe for utilizing 

the advantages of hand tracking as a user interface. The implementation is a game using a hand gesture only. Also, this paper compares 

three implementations with different implementation methods of MediaPipe: ported from C++ to C#, using tflite, using Barracuda. 

Comparisons were made on both PC and mobile. On PC, Barracuda was the fastest with a maximum of 208 frames per second, but on 

mobile, Barracuda was the slowest with a minimum 12 frames per second. For this reason, this may vary depending on the project, it seems 

that it is still difficult to apply Barracuda to mobile contents. 
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1. Introduction 

Virtual Reality (VR) with a hand tracking provides users with the 

controlling methods of the game character’s movements without 

using a controller. Due to its importance, Apple's Vision Pro leads 

in advocating for the use of hand tracking, and PICO also 

acknowledges the technology's significance in the future. While 

hand tracking currently has limitations for gaming purposes, it 

offered convenience to users and could be utilized to control the 

virtual reality, mixed reality (MR), and extended reality (XR). As 

a result, many companies developed the hand gesture. And Fig. 1 

illustrates the supported gestures by Meta’s devices as an example. 

In Fig. 1, three gestures are depicted: Point and Pinch for selecting 

something, Pinch and Scroll for scrolling, and Palm and Pinch for 

bringing the user back to the Meta Home Menu. Besides the Meta’s 

devices, other VR and XR devices support the hand tracking with 

their own gestures. These supported gestures place a limitation on 

the supported actions, thus current hand tracking technology can 

support casual games. As an example, there is a game named 

Cubism that player solves block puzzles using hands. Despite its 

limited actions, hand tracking expands the scope of manipulation 

to non-virtual devices, offering players greater intuitiveness and 

convenience. For example, players don't have to find a controller 

if hand tracking is the main control method. Moreover, it has 

potential in a range of fields outside of gaming, including 

rehabilitation and sign language. 

This study aims to address the issue of limited hand gestures by 

expanding recognizable hand movements. In this paper, we 

implement a game that can recognize various hand postures and 

tried to recognize a sword-wielding motion as an example. For the 

purpose, MediaPipe is employed to track the hand. Also, we 

compare their performance with other MediaPipe 

implementations. 

The contributions of this paper can be summarized next. First, this 

paper shows a game using MediaPipe implemented using 

Barracuda in Unity. Second, this paper is the first study that 

compares a method through Barracuda and the method without it. 

This paper is organized as follows: Section 2 shows related works. 

In Section 3, we implemented a game using hand gesture. In 

Section 4, we compared MediaPipe’s implementation. Section 5 

concludes this paper. 

 

 

   

Fig. 1. Three hand tracking gestures of Meta’s devices. 

The images in turn are Point and Pinch, Pinch and Scroll, and Palm and Pinch. 
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2. Related Works 

2.1. MediaPipe 

MediaPipe [1] is a machine learning solution created by Google. 

MediaPipe has been developed since 2019 for ease of use by 

researchers or other developers. Because it combines computer 

vision, natural language, and audio, it provides a wide range of 

functions, including vision functions such as object and face 

detection, image segmentation, pose tracking, text-related 

functions such as character classification, text embedding, 

language detection, audio classification and embedding. As shown 

in Fig. 2, MediaPipe provides 21 landmarks. 

MediaPipe [2] has been used in many research studies. For 

example, [3] implemented detection of Vietnamese sign language 

using a recurrent neural network (RNN) with MediaPipe. [4] 

proposed a system that recognizes human body movements in 

video using Blazepose of MediaPipe, body tracking solution, for 

the field of sports and compared it with an Inertial Measurement 

Unit (IMU)-based motion capture. 

2.2. Barracuda 

Unity has two libraries using AI: one is ML-agent for 

reinforcement learning and the other is Barracuda [5] for 

inferencing in this paper. Barracuda first came out in 2019 and 

continue to being developed under the name “Sentis”. In the case 

of Sentis, it is a preview version, so this paper uses the stable 

Barracuda. 

Barracuda is an inference library for Unity using neural network 

and uses Open Neural Network eXchange (ONNX) [6]. ONNX is 

specialized in inferencing and a system designed to make models 

developed in different frameworks compatible with each other as 

shown in Fig. 3. Thus, one of the advantages of ONNX is a 

framework interoperability. Another is a shared optimization, 

which allows you to optimize based on the intermediate 

representation of ONNX. 

Because of the above advantages, it can be run anywhere if the 

device supports it. In the case of Unity, Barracuda is what makes 

ONNX run. Also, the current Unity supports many devices such as 

desktop, mobile, and VR. And this also expects to support the 

visionOS for Apple Vision Pro that hasn’t been released yet. Just 

as Unity is a cross-platform, Barracuda supports cross-platform 

[7]. 

[8] uses Barracuda to integrate an object detector. Using this, the 

paper implements detecting interactions between human hands and 

objects. [9] also used Barracuda to create models using Pytorch 

and its operate in Unity. [10] created traditional culture-based 

metaverse content by recognizing human movements in Unity and 

mapping them with lion mask avatars. Barracuda was used in this 

process. [11] mentioned that they used to run a separate machine 

learning server and set up to use mobile as a client, but with 

Barracuda, they could run it on the client without an ML server. As 

such, studies using Barracuda can be found in recent papers. 

3. Implementation 

 

Fig. 2. 21 Hand Landmarks available by MediaPipe  

 

Fig. 3. Existing device discovery in Remote Device Management (RDM) 
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In this research, we developed a game that recognize the hand 

gesture of holding a knife (fist) in Unity as an example. In the 

game, players can earn points by slicing fruits that rise from the 

bottom with their hand gesture. 

𝐴𝐵⃑⃑⃑⃑  ⃑ = (𝑏𝑥 − 𝑎𝑥, 𝑏𝑦 − 𝑎𝑦, 𝑏𝑧 − 𝑎𝑧) (1) 

𝑐𝑜𝑠𝜃 =
𝑐∙�⃗�

|𝑐||�⃗�|
   (2) 

In (1), 𝑎 and 𝑏 are one of the 21 points in Fig. 2. The two vectors 

obtained using (1) become 𝑐, 𝑑 of (2) and use them to obtain 𝜃. 

The implementation operates according to the flowchart of Fig. 4. 

And the process is as follows: 

 1. When the game turns on, MediaPipe works at the same time. 

 2. MediaPipe tracks hand through the camera. 

 3. When a hand appears on the camera, the hand landmark 

coordinates are obtained as shown in Fig. 2. 

 4. Then implementation classifies whether the gesture is 

necessary for the game with the corresponding data. 

 5. Repeat 3 and 4 until the app turns off. 

 

In the 4th process, the distance between the two points and the 

angle between them can be obtained according to the (1) and (2). 

The folding of each finger was implemented when each angle of 

𝑝1𝑝5⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ (the vector of point 1 and point 5 in Fig. 2.) and 𝑝6𝑝7⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑝1𝑝9⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   

and 𝑝10𝑝11⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑝0𝑝13⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ and 𝑝14𝑝15⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑝0𝑝17⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ and 𝑝18𝑝19⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ is above 𝜋/2. In 

other words, the application recognizes the user’s fist when the 

angle obtained in front of all fingers exceeds 90°. Additionally, 

when using the angle between 𝑝5𝑝17⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ and the y-axis determines that 

his fist is raised vertically with the back of hand facing outward as 

holding a knife, the slicing starts. And if the angle of one finger 

becomes smaller than 90° and the fist is loosened, the slicing stops. 

Fig. 5 shows the example that our algorithm recognized a hand. 

As shown in Fig. 5, our algorithm recognized the hand. As stated 

in this section, when the user moves his fist, he can slice fruits in 

the game. However, because swift swinging motion is not yet 

recognized in real-time tracking, the game can’t recognize if the 

user make an action like brandishing a knife quickly for getting a 

lot of points at once. 

 

Fig. 5. Playing game with a recognized hand 

4. Comparison 

In this study, MediaPipe was used and we implemented the game 

in three ways. First, there is a MediaPipe ported to C#. The original 

MediaPipe is available in Java on Android, Objective-C on iOS, 

Python, and C++. This version ported C++ to C#, the language of 

Unity. Second, there is a implementation that uses tflite. Tflite is a 

tensorflow library for mobile and smaller devices, and MediaPipe 

had versions using tflite. And this is what makes the tflite work in 

Unity to do hand tracking. Finally, the last one is the version that 

uses the Barracuda. Barracuda is Unity's own inference library, 

which allows unity to read and run ONNX models. In this way, 

each of the three MediaPipes show their own implementation 

methods, and there will be a difference. 

The next tables compare the performance that can be expressed in 

numbers. A laptop with an AMD Ryzen 7 4800H and a GTX 1660 

TI and a Galaxy Z Flip5 with Qualcomm Snapdragon 8 Gen 2 

customized for Galaxy are used as the comparison environment. 

Table 1 and Table 2 show the time taken to display the next frame 

and the FPS calculated from the time taken on a PC and a mobile 

environment, respectively. The time it takes to output the next 

frame is the one that takes for MediaPipe to find a hand and to draw 

a picture on the frame from a single frame that enters the camera. 

The way to obtain FPS is to divide the time to display for the frame 

to come out by a one second. Since the unit of time utilized in 

tables above is milliseconds, FPS was calculated by dividing 1000 

msec by the time taken for the frames to appear and rounding it. 

As shown in Table 1, Barracuda provides similar speeds to the 

 

Fig. 4. The flowchart of implementation. 
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ported version, with the lowest being 4.8 msec. On the other hand, 

the implementation using tflite showed 3 FPS as the lowest FPS, 

which would not be acceptable for gaming, even on a PC. 

Table 1. Comparison of time 

taken to output the next frame and FPS on PC 

 Min. time 

(msec) 

Min. 

FPS 

Max. time 

(msec) 

Max. 

FPS 

Ported 5.2 192 14.1 71 

Tflite 155.9 6 347.4 3 

Barracuda 4.8 208 8.4 119 

 

However, Table 2 contradicts the results in Table 1. MediaPipe 

with Barracuda was the slowest. Barracuda's fastest frame output 

moment was 65.1 msec, which is 15 FPS, but that's only half of the 

other projects. On mobile, the ported one was the fastest. 

Additionally, the ported version and tflite version show 30 FPS 

when it is the fastest, which does not seem to go below 30 FPS by 

camera setup. If the resolution can be lowered and the framerate of 

the camera can be raised, it will show faster speed. 

Table 2. Comparison of time 

taken to output the next frame and FPS on mobile 

 Min. time 

(msec) 

Min. 

FPS 

Max. time 

(msec) 

Max. 

FPS 

Ported 33.5 30 36.8 27 

Tflite 33.5 30 68.2 15 

Barracuda 65.1 15 80.4 12 

 

Fig. 6 describes the captured data of the hand that can be obtained 

when recognizing the hand like the image in row (a) in each model. 

In turn, (b), (c), and (d) are the ported version, the version using 

tflite, and the version using Barracuda. All versions are 

recognizable, but the case of (c) has difficulty recognizing the first 

(a) 

   

(b) 

   

(c) 

   

(d) 

   

Fig. 6. Comparison of hand gesture recognition in three directions between 

three MediaPipe (a) hand as input data (b) Ported (c) tflite (d) Barracuda 
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direction. 

5. Conclusion 

This paper described how to use a hand for the gesture interface 

and recognize a hand with a knife shape. We used a MediaPipe to 

track hands and a heuristic to recognize hand gestures and 

compared the three implementations. However, there is still a limit 

to hand tracking so far because we cannot keep up with your hand 

when you make a quick motion like swinging. Although Barracuda 

showed the fastest performance on PC, it was the slowest on 

mobile when compared to the other implementations. The other 

two models may be faster by mobile camera setup. Using 

Barracuda, which is a lightweight cross-platform library that works 

on Unity, it may be useful to implement other projects including 

MediaPipe on PCs, but it does not appear to have performance yet 

for mobile. 

As future work, if there is only a camera without device 

constraints, we are working on improving the operation sensibility 

through manipulation using hand tracking and aim to improve 

stability and apply AI rather than heuristic. 
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