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Abstract: The Stock market cost is an excellent example of the time series data. The trust worthy investment options is essential for 

increasing the successful stick investment enhancement. Many times, investors are hesitant to decide the best stock prizes. Therefore, using 

machine learning (ML) might predict the stock prizes in advance. Paper presented the validation of the ML based stock market prediction 

for the Microsoft database. This paper considered the stock market prediction (SMP) problem as the solution via time series prediction. 

The continually varying nature of stock market makes it non stationary series of data this makes the cost prediction a tough problem. To 

increase prediction accuracy this paper proposed to examine time series auto regressive models based on optimal degree of differencing’s. 

The lag order is varied for achieving best production and degree of differencing’s to make model nearly stationary. The prediction modes 

ARIMA, SARMAX and LSTM are trained on the large Microsoft stock dataset for last 20 years. For short term prediction the ARIMA is 

proposed and for the long term 150 days prediction the LSTM is found to be best. Then based on the proposed model the stock cost 

prediction is tested using the regression model on the recent Microsoft data. The results are evaluated based on the mean square error 

(MSE) and absolute difference error (ADE) values for different models. Significant SMP accuracy is achieved for 150 days around 93% 

over rich data sample sizes.    

Keywords: Stock Market Prediction, Machine Learning, Time Series Prediction, ARIMA, SARMAX, LSTM, closing cost, Opening Cost, 

Training, Testing MSE.  

 

1 Introduction 

The trustworthy stock cost production is most relevant and 

essential field of the research in recent scenario. With the 

increasing investment market worldwide, it becomes essential to 

design simple and effective stock cost prediction approaches. 

When predicting the stock market data, one must make the 

assumption that any information that is now open to the public 

has a certain predictive value for the future of stock returns. The 

stock market is a tremendously difficult area for fascinating 

industry.  

The basic component of underlying stock price estimates is the 

projected stock prices in the near future. This paper attempts to 

forecast the relatively short-term target values for such stocks. 

To enhance market prices as well as investment planning, the 

SMP technique was adopted. There are many SMP et al., 2015) 

and hGWO-PS/2DOF-PID (Soni, V., et al., 2016a, 2016b, 2017, 

2020). approaches are available in the literature every algorithm 

attempts to improve the prediction accuracy. The broad 

classification of the SMP methodologies is given in the Figure 

1. The most frequently used machine learning (ML) approaches 

includes neural network [1], linear regression [2], support vector 

machine (SVM) [3], soft computing [4], Three are various time 

series prediction methodologies as. Method of prediction using 

Long-Short-term Memory LSTM [5] van predict long term data, 

Autoregressive integrated moving average (ARIMA) [6, 7 and 

8], SARIMA [9 and 10] (fits for short term prediction), deep 

learning-based prediction [11, 12 and 13] only limitations that it 

is used for the long-term production and need lager dataset.  

Table 1 Abbreviations used in manuscript. 

 

Abbreviat

ion 

Description Abbreviat

ion 

Descriptio

n 

ML Machine 

Learning 

MSE Mean 

square 

error 

SMP Stock 

Market 

Prediction 

TS Time 

Series 

ARIMA  

Autoregres

sive 

Integrated 

Moving 

Average 

RMSE Root of 

MSE 

AR   

Autoregres

sive 

MA Moving 

Average 
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LSTM Long-

Short-term 

Memory 

MAE Mean 

Absolute 

Error 

SVM Support 

Vector 

Machine 

ADE Absolute 

Difference 

Error 

RNN Recurrent 

Neural 

Network 

VAR Vectors 

Auto-

Regression 

NSE National 

Stock 

Exchange 

(NIFTY) 

SARIMA

X 

seasonal 

autoregress

ive 

combined 

moving 

average 

with 

endogenou

s 

 

 Since stock data is has grate time series properties ‘therefore 

this paper aimed to investigate and review states of art stock 

prediction methodologies especially time series prediction.   

        Despite extensive study on the financial markets, no 

universal solution for assessing or forecasting the markets have 

been developed and it’s still an open challenge. Time series 

(TS) is suitable for reflecting the whole stock market and 

forecasting its short-term trend. Ample amount of TS techniques 

has been used by technical and quantitative methods to try and 

predict the price. However, there hasn't been much study on the 

suitable short-time length of data needed to anticipate stock 

markets. The major challenges of the SMP problem are shown 

in the Figure 1. Accuracy of the prediction highly depends on 

the quality of the data and size of sample. Rich set of data is 

required even for short term prediction. The major challenge in 

stock prediction is the occlusion or missing data consistency.  

 

 

Fig 1 Major challenges of stock (SMP) production problem 

 

2 Classification of ML based SMP Methodologies 

These days, a variety of factors, including firm characteristics 

and associated news, political developments, natural calamities, 

etc, have an impact on stock prices  

 

Fig 2 Classification of various ML based SMP methodologies 

    . An extensive data expected research taken care in last decade 

for Indian stock market values is the prime motivation behind 

the recent work. The broad classification of the various ML 

based SMP methodologies are given in the Figure 2. The 

exponential growth in the market values is causing requirement 

of research in this field and this is the reason to exponential 

increase in research for stock prediction. Each of these 

categories of the SMP is individually reviewed in the next 

section with special focus on autoregressive integrated moving 

average (ARIMA) short term model and LSTM for Long term 

prediction.  

3 Review of Stock Prediction   

Pang, X., et al. [1] have proposed a novel neural network (NN) 

strategy for improving market forecasts. They used live 

information from marketplace and illustrate the usage of 

Audiovisual Objects for analyzing stocks. The findings of study 

indicate the deeper the LSTM without integrated layer performs 

better. Vaishnavi Gururaj et al. [2] have proposed to design the 

combination of Regression with linearity (LR) lowest-squares 

supported vector machine (LS-SVM) as SVM variant for the 

stock cost prediction. It is stated that independent algorithm has 

less efficiency thus it required to combine other algorithm 

together to improve the prediction.  Cao, R. et al. [3] have 

evaluated Chinese stock exchange data using text sentiment 

estimation method for Internet financial details. When paired 

with stock cost data, support vector machines are implanted to 

analyses and predict the share price. Göçken, M.  et al. [4] have 

proposed hybrid soft competing approach taking advantage of 

Regressive Tree and forecasting of stock prices in this study 

using Unity Search. The parametric tuning is achieved using soft 

computing for RNN. In order to improve the predicted accuracy 

of predicting structure, Sidra Mehtab et al. [5] have developed 

deep learning enabled regression techniques utilising LSTM 

systems and a novel technique known as walk-forward 

verification. They made use of information from the NIFTY 50 
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index, which stands in for the National Stock Exchange (NSE) 

of India. 

A. Review of Short-Term TS Prediction 

This section considered the related works of Time series 

prediction. Kamalakannan J et al [6] has forecasted the 

behaviour of stock industry of Indian market. They have 

estimate and visualize results using the TS prediction approach. 

A mathematical ARIMA model is fitted on historical data. 

Because the Autoregressive Integrated Moving Average, or 

ARIMA, model is reliable, effective, and possesses a great deal 

of application for a short-term market shares foresight, it has 

been widely employed in the fields of finances and economics. 

Support vector regression (SVR), and vectors auto-regression 

(VAR), and LSTM for SMP were all evaluated by Majumder, A. 

et al. [7] using a variety of performance metrics, such as variance 

explanation score (EVS), mean square error (MSE), average 

absolute error (MAE), root average square error (RMSE), and R 

lined score (R2 Score). The researchers came to the conclusion 

that the LSTM model performed better than all of the other 

approaches. Adebiyi Ariyo Ariyo et al [8] have described a 

procedure for developing an ARIMA-based TS stock price 

prediction model. A price of a stock prediction model is 

constructed and deployed with available and the NASDAQ 

Stock Exchange (NYSE). The collected results showed that the 

ARIMA approach could compete effectively with current 

methods for price forecasting and has a significant promise for 

immediate forecasting. Daryl et al [9] have used the "SARIMA" 

algorithm during our study to forecast the company's stock 

values. The "SARIMA" approach is a traditional model that 

forecasts the stock market using data. This is due to the fact that 

the prices of stocks fluctuate over a period of time and aren't 

static, as "SARIMA" is able to forecast. But accuracy is 

untenable for long sequence forecasting. Fahad Radhi Alharbi et 

al [10] presented system to predict the long-term viability of the 

power consumption and peak load capacities using a seasonal 

autoregressive combined moving average with endogenous 

components (SARIMAX) models. But models lack excellent 

precision.  

       Sidra Mehtab et al [11] proposed stock prices methodology 

that combines machine learning, deep learning (DL), and 

statistical approaches. They traded data of National Stock 

Exchange (NSE) of Indian. Nusrat Rouf et al [12] improved the 

precision by using ML algorithm like ensemble learning and 

textual analysis. Approaches take into account the study and 

forecasting of the market for shares performed by predictive 

methods.  Jingyi Shen et al. [13] have used pre-processing of a 

stock data set, used several features engineering methods, and 

employed DL driven algorithm for SMP suggested solution. 

Method achieved an overall high degree of accuracy. S. 

Kulshreshtha et al [14] captured real-time S&P 500 market 

information using a current app programming interface (API), 

this paper suggests a novel hybrid approach that combines the 

RNN method to LSTM model for TS forecasting and compared 

ARIMA model results. They proposed to capture both linear and 

irregular parts of the time sequence using an innovative 

combination of LSTM-ARIMA models. They choe better stock 

market forecast system among both and select them for data.  

        Shakir Khan et al [15] used ARIMA and evaluated five 

years' worth of Netflix's stock past information and obtain a 

reliable forecasting stock model. They used ARIMA (1,1,33) 

which outperformed the other two approaches, demonstrating 

the possibility of employing the ARIMA framework for precise 

stock predictions. 

B. Long term SMP Review. 

 Aminimehr, A et al [16] evaluated various preprocessing 

techniques for LSTM based SMP study. The LSTM'sis 

compared with random forest (RF) using the deep feature 

mining technique. Then, the accuracy of the models is verified 

by calculating the MAE, MSE, MAPE, CSP, and CDCP. But 

data for only six months are used in this study. Sidharth Tiwary 

et al [17] have forecasted the E-vehicles' stock values and the 

closing cost of their stocks. The ARIMA (p, d, q) has been 

applied to forecast. Metrics like Akaike Dissemination Criterion 

(AIC), Log-likelihood (LL), and Behavioural Info Criteria 

(BIC), besides to the fundamental prediction precision metrics, 

are taken into account in predictions.  Jimmy Ming Tai Wu et al 

[18] suggested an innovative architecture which utilizes 

Convolution Neural Network (CNN) and LSTM to accomplish 

precise SMP forecast based on features of finance TS price 

predicting task. The name of this new technique is stock 

sequencing array neural LSTM (SACLSTM), quite fittingly. Ten 

stocks from the Taiwanese and the United States are used as the 

experimental information. Method required large processing or 

elapsed time. Kelum Gajamannage et al [19] have proposed 

using ANN structures & the method of training have a 

significant influence on the ability to make appropriate real-time 

SMP forecasts of time periods series. Chance Robinson et al. 

[20] used data of sentiment from Twitter and other economic 

media fed into RNN based LSTM Networks, the used data over 

a 12-year period, and they saw for three NASDAQ equities at 

the conclusion of every day of trading. 

     Salman Ahmed et al [21] suggested technique minimizes 

discrepancy among the real and predicted averages of Forex 

candles by integrating the Foreign Exchange Loss Functions 

(FLF) into a LSTM model. The Forex Loss Factor was 

developed as a result of numerous tests. Tawum Juvert Mbah et 

al [22] presented mathematical modeling and forecasting of 

stone price volatility carried out using ANN, ARIMA and RNN. 

To replicate the forecasts, the RNN makes use of layers of 

LSTM drop outs regularization, functions for activation, mean 

square errors (MSE), and the optimization algorithm Adam. 

They used predetermined parameters and methods of LSTM by 

simulating future prices data throughout time. A method of 

statistical analysis called the ARIMA used for short term 

trajectory, and calendar. Faraz Ahmad et al. [23] have considered 

various artificial intelligence and deep learning models. Area of 

research includes a variety of strong models, such as ARIMA 

and VAR, and the final group consists of instructional techniques 

that use machines training and techniques from deep learning. 

Hum Nath et al [24] have preseted food use of the LSTM based 

long term SMP forecasting. The RNN and LSTM model are 

trained using deep or dense NN layer architecture to predict 

Stock prizes.  Table 2 summarizes most relevant works.   
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Table 2 Summary of the review work for Stock provocation 

S.

No

. 

 

Author

s Name 

Methodology Evaluation 

Parameters 

1. Pang, 

X., et al. 

[1]   

Used LSTM based 

SMP prediction 

and stated to design 

deep LSTM. 

The prediction 

error as MSE is 

evaluated with 

learning rates.  

2.  Vaishna

vi 

Gururaj 

et al. [2] 

Proposed LS-SVM 

for the regressive 

production of the 

SMP data   

evaluated 

prediction 

modeling 

accuracy 

3. Sidra 

Mehtab 

et al. [5] 

Deep learning 

enabled regression 

techniques based 

on LSTM systems. 

They used the 

National Stock 

Exchange (NSE) of 

India. data,  

Plotted root MSE 

(RMSE) error, 

mean, min and 

Standard 

deviation (SD) for 

days of weeks 

4. Ariyo 

Ariyo et 

al [8] 

Developed an 

ARIMA-based TS 

stock price 

prediction model. 

stock information 

from the Nigerian 

Stock Exchange 

(NSE) 

Prediction error as 

parameter of 

evaluation   

5. Fahad 

Radhi 

Alharbi 

et al 

[10] 

Presented to 

predict the long-

term viability of 

power 

consumption and 

peak load 

capacities using a 

SARIMAX  

models.  

Measures 

accuracy and 

precision But 

models lack 

excellent 

precision. 

6.. Jingyi 

Shen et 

al. [13] 

Employed DL 

driven algorithm 

for SMP suggested 

solution. Using 

RNN and LSTM  

high accuracy for 

stock market 

trend. 

7. Tawum 

Juvert 

Mbah et 

al [22] 

Used ARIMA and 

RNN to replicate 

the forecasts. The 

RNN makes use 

LSTM layer drop 

outs regularization, 

functions for 

activation, 

Employing mean 

square errors 

(MSE), and the 

optimization 

algorithm Adam 

for evaluation. 

8. R. 

Kumar 

et al 

hybrid approach as 

combination of 

SVM-LSTM 

Correlation 

between a stock 

price and the 

[22] approach  polarity of the 

news. Results 

demonstrate the 

potential of 

suggested method 

for stock price 

forecasting at a 

specific time 

9. Faraz 

Ahmad 

et al. 

[23] 

Have employed 

variety of strong  

deep learning 

based models, such 

as ARIMA and 

VAR for SMP 

volatility in the 

stock market has a 

far greater impact 

on stock volatility 

and cost 

variability. 

10. Hum 

Nath et 

al [24] 

Used RMM and 

LSTM with multi 

dense layer for the 

long-term stock 

prices trend 

prediction.  

RMSE, 

Correlation 

Coefficient (R). 

Mean Absolute 

Percentage Error 

(MAPE) are 

evaluated. 

11 Propose

d  

Uses ARIMA for 

short term and 

LSTM for long 

term SMP 

MSE, MAE and 

ADE are 

evaluated 

  

4 Time Series Recreation Methodologies    

Time series forecasting is a difficult problem without an easy 

fix. Many statistical frameworks compete with each other, yet it 

is seldom clear which model performs best. Our projection will 

be determined by a technical examination of historical Microsoft 

data employing an ARIMA Algorithm. The Autoregressive 

Integrated Moving Average, or ARIA, model continues to be 

actively utilized in banking and finance since it is recognized to 

be resilient, efficient, and has a high potential of short-term 

SMP. 

4.1 ARIMA Model  

        According to observation, ARMA-based models are 

frequently an excellent place to start. They are suitable as a 

foundational model in every time series problem that can obtain 

respectable results on the majority of time-series problems. This 

article provides a thorough, approachable explanation of 

ARIMA-based models for researchers.     

       The ARIMA model acronym stands for “Auto-Regressive 

Integrated Moving Average” and for this article will break it 

down into AR and MA. In nut shale ARIMA model consists of 

a constant summer the product of the multipliers for the AR and 

MA lags, as well as white noise. This formula serves as the 

foundation for all subsequent models and provides a framework 

for numerous forecasting models in various fields. The ultimate 

aim of the ARIMA model is to predict the values of three lag 

values of d, p and q as  
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 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝐴𝑅𝐼𝑀𝐴

= min
𝑀𝑆𝐸/𝑀𝐴𝐸

𝑓(𝑝, 𝑑, 𝑞)                                                 (1) 

4.2 SARIMAX Models 

Although the ARIMA model performs exceptionally well, it can 

be extremely beneficial to integrate seasonality and exogenous 

variables exclusively. One must choose an alternative model 

because the ARIMA model relies on the assumption that the time 

series is steady. but in most case data is non-stationary. The 

SARIMAX model incorporates exogenous variables, or, to put 

it another way, makes use of outside data to make predictions. 

Exogenous variables can be found in the actual world in the form 

of exchange rates, gold and oil prices, and outdoor temperatures. 

It's intriguing to consider that the historical model projection 

still technically models all exogenous components indirectly. 

Nevertheless, the model will react to its influence far more 

quickly if external data is included than if we rely just on the 

influence of lagging components. 

4.3 LSTM:  

The short-term data production is achieved using the long-term-

short-term (LSTM) model. It’s widely being opted for stationary 

TS data forecasting. The LSTM is extension of recurrent neural 

network (RNN) and is preferred for the long-term prediction of 

TS data. 

5 Proposed SMP Methodology  

In this paper the SMP problem is proposed to solve using the 

short-term time series prediction (TSP) model based on the 

ARIMA, SARMAX, and LSTM based machine learning 

models. The python code using pandas is written for prediction 

and validation of data. The data pre-processing is used for 

determining the lag values of the ARIMA model fitting. The 

proposed SMP system block diagram is shown in the Figure 3. 

There are three prediction models are evaluated and tested as 

shown in the Table 3.   

 

Fig 3 Proposed methodology block diagram for the SMP 

current research 

 

 

 

Table 3 TS prediction environment / models used in this 

research 

Model Environment 

ARIMA Python 3.6.0, and Pandas,  

(ARIMA(2,1,2)) 

SARIMAX Python 3.6.0, and Pandas, 

LSTM Python 3.6.0, and Pandas, Min-Max 

scalor Normalization :  Multilayer 

LSTM Architecture 

First ARIMA model is tested and since model required a 

stationary time series thus proposed method first check for 

stationarity. 

5.1 ARIMA short term Model 

The flow chart of the proposed methodology is given in the 

Figure 5.a) It can be closely observed from the Figure 4 that if 

the data is non-stationary, proposed method computes the first-

level differencing and recheck the stationarity. Given the 

abundance of NAN values within the raw data, thus paper 

proposed to fill those NAN values using historical cost values. 

5.2 Long-term LSTM model 

This study predicts the closing price of the stock market for 

Microsoft data of last 6 years. the 100 and 150 samples or the 

following day using a specific neural network design called 

LSTM model for long term case the proposed LSTM prediction 

system shown in Figure 6. It is proposed to normalize the data 

and then apply LSTM model for the long-term cost prediction 

the quantitative evaluation is based on the MSE and MAR error 

evaluation.  

 

  

a) Flowchart of ARIMA model 
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b) Flow chart of the LSTM Model 

Fig 5 systematic SMP proposed TS based cost prediction low 

chart 

 

Fig 6 Proposed LSTM based TS long term SMP system 

Initially data is pre-processed to feed it to LSTM model. The 

previous time values in a TS influence the future time series 

values, therefore paper created our LSTM training features using 

lags of the opening price of the stock. Initially the training is 

started with the lag value of 10.  In the paper it is proposed to 

scale the data by employing the MinMaxScalar provide in sci-

kit learn library the Min/Max is used as the normalization 

method at the pre-processing stage of data. Since this is a time 

series forecast it must not be forecasting too deep in future 

because the model will not perform well, and it makes no sense 

to predict too deep in future specially the stock prediction.   

      Consequently, in the event when the variable Closing cost's 

Min and Max values are 𝐶max  and 𝐶min  respectively, then the 

respective normalized value 𝐶norm is measured as:  

𝐶𝑁𝑜𝑟𝑚 = (𝐶𝑙𝑜𝑠𝑒𝑐𝑜𝑠𝑡  −  𝐶min)/

( 𝐶max– 𝐶min)                                      (2)  . 

It is to observe here that all values of 𝐶𝑁𝑜𝑟𝑚  after the 

normalisation process fall within the range [0, 1]. Paper will 

predict the future data in for next 100 days and 150 says the 

validation data chosen is 15% of the training data. Once the basic 

LSTM is validated then the testing is applied using parametric 

optimization over testing data.  

6 Results and Discussions 

This paper attempts to forecast the relatively short-term target 

values for such stocks. To enhance market prices as well as 

investment planning, the SMP technique was adopted. This 

paper considered the stock market prediction (SMP) problem as 

the solution via time series prediction. Time series (TS) is 

suitable for reflecting the whole stock market and forecasting its 

short-term trend. The snapshot of the Microsoft data only after 

2018 is represented in the Figure 5. It can be observed that total 

a size of the data loaded is (2129, 6).  

 

Fig 5 Example of loaded Microsoft SMP data after 2018 SMP 

Since the ray time series data is non-stationary in nature thus in 

this paper it is proposed to make the data stationary the data 

moving differencing is carried out and a section of data is found 

to be stationary at first level differencing as shown in Figure 6, 

thus it is estimated that the value of d lag is set to d=1 for this 

research.  

Among the simplest and most effective ways paper proposed to 

determine P and Q values using the ARIMA framework is:  

• With the data, create a partial autocorrelation graph 

(PACF). Since P is the threshold point for the PACF, that will 

assist us in determining the value of P. 

 

a) raw closing cost data for the last 6 years 
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b) results of the first level differencing 

Fig 6 results of the data preprocessing implemented for making 

data stationary 

 

a) Calculate the PACF features for differencing to estimate p lag 

value 

 

b) Calculate the ACF for q lag 

Fig 7 plot of calculated features for differencing to estimate p 

and q lag values 

Stated differently, the order of the AR term is determined by the 

lags that exceed a certain significance threshold. Take a data 

autocorrelation graph (ACF). The autocorrelation function 

(ACF) at lag k, denoted ρk, of a stationary stochastic process, is 

defined as  

               𝜌𝑘 =
𝛾𝑘

𝛾0
                                                                    (3) 

where  𝛾𝑘  𝑖𝑠 𝑐𝑎𝑙𝑐𝑢𝑎𝑡𝑒𝑑 𝑎𝑠 

   𝛾𝑘  =  𝑐𝑜𝑣(𝑦𝑖, 𝑦𝑖 + 𝑘)𝑓𝑜𝑟 𝑎𝑛𝑦 𝑖.                                          (4) 

Since q is the threshold point for the ACF that will assist us in 

determining the value of q. Paper stated differently the MA 

term's ordering is determined by the lags that exceed a certain 

significance ACF threshold 

Mathematically the PACF for zero-mean TS stationary data, let 

ˆxt+h, then for h ≥ 2, denote the regression of TS series defined 

aa  

𝑥𝑡 + ℎ  𝑜𝑣𝑒𝑟 {𝑥𝑡 + ℎ − 1,  𝑥𝑡 + ℎ − 2, . . . , 𝑥𝑡

+ 1}                                          (5) 

The transformed TS is given as;  

𝑥ˆ𝑡 + ℎ =  𝛽1𝑥𝑡 + ℎ − 1 +  𝛽2𝑥𝑡 + ℎ −

2 + . . . + 𝛽ℎ−1𝑥𝑡+1                                  (6) 

The PACF of stationary TS ˆ𝑡 , represented as φhh (or φhh), for 

h = 1, 2, ... is 

  φ11 =  corr(xt + 1, xt)  

=  ρ(1)                                                   (7)  

Based on the aforementioned PACF and ACF graphs as shown 

in Figure 7 a) and Figure 7 b) respectively, it appears that P=2 

and Q=2 have the best values as stated in this proposed work for 

ARIMA model evaluation. 

Result of Stock Data Forecasting 

The 100 and 150 sample data is used for demonstrating the data 

forecasting using the fitted and validated models are used in this 

paper for representing testing results. The raw open and closing 

cost data are shown in the Figure 8 below.    

  

 

Fig 8 Example of the 100 samples used for Opening and 

closing price data of Microsoft 

Parametric Evaluation   

Although the ARIMA model performs exceptionally well, it can 

be extremely beneficial to integrate seasonality and exogenous 

variables exclusively. The parametric performance of the short 

term ARIMA based production model is compared with 

SARIMAX and LSTM models of prediction for the 15 cost 

values of closing cost data as shown in the Table 3. It can be 

observed that ARIMA offers low MSE and is best for short term 

prediction.  
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Table 3 Parametric performance comparison for different 

production models 

Error 

Para

meter 

ARIMA SARMAX LSTM 

MSE 9.51742322

2605261 

12.3836379

04244491 

10.8628425

59814453 

MAE 7.29427823

08871275 

10.0010301

15447715 

9.78887271

8811035 

 

a) ARIMA/SARIMAX and LSTM prediction 

b) ADE and MAE comparison for short term SMP 

Fig 9 Results of short-term data prediction with the ARIMA 

model for Microsoft data of closing cost 

Figure 9 displays the outcomes of the ARIMA model's short-

term data forecast for Microsoft's closing cost data. The closing 

cost prediction results are compared for the 15 samples of cost 

data as shown in the Figure 9 a) for the ARIMA, SARIMAX and 

LSTM with actual cost. It can be concluded that overall ARIMA 

performs better. The Figure 9 b) has preseted the error measures 

as parametric comparison of the performance it can be observed 

that ARIMMA has lowest performance for the most of the 

samples.  Figure 9 b) plotted the absolute difference error 

measures. The parameters for the performance measures are 

defined as 

MSE: Mean square error is defied mathematically as the mean 

of the error square of vectors; 

   𝑀𝑆𝐸 =
𝑖

𝑁
∑(𝐴𝐶 − 𝑃𝐶)2                                                (8) 

ADE: Absolute difference error is calculated for each sample of 

forecast data. As;  

 𝐴𝐷𝐸 = ‖(𝐴𝐶 − 𝑃𝐶)‖𝑎𝑏𝑠1
𝑁                                               (9) 

 

MAE: Mean Absolute Error, is ciliated mathematically as; 

  𝑀𝐴𝐸 =
𝑖

𝑁
∑‖(𝐴𝐶 − 𝑃𝐶)‖𝑎𝑏𝑠                                          (10) 

  For the better precise performance of the any prediction model 

it is essential that the error performance matrices must have the 

lower values.  

7 Result of Long-term LSTM Data Forecasting 

In this section the experimental results of the long-term cost 

prediction for the SMP data are evaluated for the proposed 

LSTM model with scaled normalization. The architecture of 

dense SLTM output layers used for proposed LSTM prediction 

are given in Table 4. 

Table 4 the architecture of the dense SLTM output layers 

 

First the basic LSTM model is validated for the random 10lag 

only and the data prediction is plotted against the raw training 

data used for model training as shown in the Figure 10.  

 

 

Fig 10 Prediction results with LSTM model validation for 

closing cost data 

It can be observed from the Figure 10 that, there is significant 

match in the random cross validation of the RNN for LSTM data 

prediction. But the LSTM parameters are tuned on experimental 

basis and the dense layer architecture is used further for 

improving the degree of closeness of the LSTM model. The final 

prediction results for 100 and 150 samples data for the closing 

and opening cost are shown in the Figure 11 for LSTM model.  
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a) Closing cost forecasting for 100 samples 

b) Closing cost forecasting for 150 samples 

 

   c) Opening cost forecasting for 100 samples           

   d) Opening cost forecasting for 150 samples 

Fig 11 Results of closing and opening cost Forecasting using 

the proposed long term LSTM model 

  It is clear from the results of the Figure 11 that the as long is 

the data sample and as dense the degree of prediction of data is 

much better. It is concluded that data of 150 samples have much 

better long-term prediction with the LSTM as compare to 100 

samples.  

8 Conclusion and Future scope: -  

This study offered a comprehensive methodology for the stock 

market-based prediction. The paper validated the Microsoft 

database's machine learning-based stock market prediction. This 

study examined TS prediction as a means of solving the 

SMP problem. The stock market is a continuously changing 

sequence of data, which makes cost prediction a challenging 

subject. This study suggested looking at TS auto regressive 

models according to the ideal level of differencing in order to 

improve prediction accuracy. In order to achieve optimal 

production and a practically stationary model, the lag order is 

adjusted. The extensive Microsoft stock dataset from the 

previous 20 years is used to train the prediction methods 

ARIMA, SARMAX, and LSTM. The ARIMA is suggested for 

short-term and 150 days for long-term prediction LSTM out 

performs. 

  It can be observed that ARIMMA has lowest ADE error 

performance for the most of the sample and the MAE of 7.2942 

is achieved with ARIMA which outperform over SARIMAX 

and LSTM for short term prediction.  But for the long term the 

LSTM is preferred for the prediction in this research.  It is 

determined that, as compared to 100 samples, the data from 150 

samples have substantially better long-term prediction using the 

LSTM.   

   In Future it is proposed to compare the performance with the 

ANN or feed forward networks and the performance is proposed 

to evaluate for the other IT company dataset also. There is a 

significant chance of error performance improvement in future, 

although good accuracy of nearly 93 % is achieved with 

proposed method.  
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