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Abstract: The current digital era is having superfluous digital information transmitting over various applications. This creates 

huge number of data that are personal and sensitive in nature to be shared by the user. Hence, the cybercriminals are getting 

attracted towards these applications for stealing this information for bad intent. The current scenario has seen huge rise in 

special means of conquering these legal applications and that has come into picture in the form of malware which is a malicious 

code. Many work has been done for detection of malware for preventing entry of these malware in real time and that too in 

less time to reduce the mitigation duration that may hamper the business continuity. This paper focuses on the fourth pillar of 

End Point and Response (EDR) that is use of Machine Learning(ML) techniques to improve detection of malware in 

automation. The paper has used the concept of identification of API calls based detection which is one of the powerful concepts 

as, every malware even in obfuscation has to make Application Programming Interface (API) calls in order to initialize or 

import its library from its command and control server. Even a standalone malware need to make the API calls. The ML 

models has been used her to efficiently detect the malware by understanding the malicious API calls that a has been made by 

the malware. This work tries its best perform multi classification for detection of malware to safeguard the system. ML based 

detection of malware in automation would be further help in reducing cyber mitigation duration. Also, this work would help 

to detect those API calls that might be accidently ignored by manual inspection as during time of attack, as the duration of 

mitigation is very less. 
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1. Introduction 

In the current digital era, where every filed is using 

internet or computation application to perform their 

task, it is very true that it will also increase the 

amount of data shared by individual while using 

these digital application with help of internet. The 

cybercriminal gets lured towards these data, and 

hence they use various cyber strategies to perform 

cyber-attacks on the assets to gain personal and 

sensitive information. Since, the current edge is 

witnessing various defensive device such as 

Firewall, Web Application Firewall, Intrusion 

Detection System (IDS), etc. the hackers have also 

evolved their techniques for performing attacks. 

Among various techniques, malware is one of the 

advanced strategies to perform attack on more 

secure targets. Malware is a type of malicious code 

which has all the capabilities of their predecessor 

like virus, worms, Trojans but what makes them 

more powerful is their encryption feature. The 

malware could be mainly categorized on two main 

types depending upon the nature they are encrypting 

the target. If the malware encrypts the files of the 

users to victimize them, then it is termed as Crypto 

malware and if the malware encrypts the main 

authentication section in order to lock the device, the 

it is termed as Locky-Malware. Malware has the 

capabilities to hide their real intension using 

obfuscation techniques. They mainly use two major 

concepts such as cryptor and packers. The malware 

has again further divided into many families 

depending upon their evading and lateral movement 

techniques.  

The report form Palo Alto suggest that the malware 

is bourgeoning with greater pace [1]. The another 

feature of malware when they collect ransom from 

the victim is termed as ransomware which is also 

been faced by many users [2]. There are various 

classification approaches that has been proposed [3 

-6].  The risk of organization getting hit by malware 

is becoming higher because of increase in digital 

communication. Since malware is very powerful 

concept that consist of various evading techniques, 

there is need for continuous evolution in the 

malware detection strategies to minimize the risk. 

Also, the malware being powerful crafted code, does 
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very fast lateral movement from one infected unit to 

another. Hence, to counter that there is need for fast 

detection mechanism and that could be possible if 

the detection mechanism is not automated [7-10]. 

The use of Machine Learning (ML) is one of the 

vital concepts that can perform detection of malware 

in automation with minimal human manual 

intervention. 

ML is a concept where a software is made to learn 

and consequently based upon the learning, it tries to 

give the best solution [ 11]. The use of ML has been 

proposed by various scholar [12 – 19]. There are 

mainly three major categories of the ML models. 

These are Supervised ML, Unsupervised ML and 

Semi-Supervised ML. The Supervised ML works 

upon the labeled data set for training various 

algorithms in order to yield efficient output. The 

Supervised ML is used in various applications but 

the most common use is to detect the spam from the 

email. Random Forest (RF), Support Vector 

Machine (SVM), naïve bayes are few methods that 

fall under Supervised ML. Another model that is 

Unsupervised ML uses unlabeled dataset in order to 

train the software for producing optimal results. The 

main aim behind these algorithms are to identify the 

hidden pattern. This includes k-mean clustering, 

probabilistic clustering, etc.  Market segmentation 

and news clustering are some common use of 

Unsupervised ML model. Semi-Supervised ML 

model lies between the Supervised ML and 

Unsupervised ML models. It uses both labeled and 

unlabeled data set in proper sequence to arrive at 

efficient decision.  

Application Programing Interface (API) plays a vital 

role in any software-based communication. API are 

set of rules that is used by any software to 

communicate with each other [20]. The use of API 

based detection of malware is one of the important 

factors because, every malware is a type of program 

that needs to communicate with other program or 

software in order to do its deceptive tasks [21]. 

Moreover, considering the feature of opcode is 

another way to detect the malware where the 

operation code is being used to identify if the sample 

is malware or not [22]. The use of API based 

detection is very useful because detection of 

malware using API calls helps in understanding the 

behavior of the malicious code, as the advanced 

malware may hide their real nature when detection 

mechanism is trying to detect using static malware 

concepts. The detection mechanism against malware 

could be made more powerful only when the 

behaviors is more accurately detected rather than 

relying only on the signature which is type of static 

malware analysis [23]. Therefore, this paper focuses 

on the API call as one of the major concept to 

discover the malware presence in the victim system 

or in the defensive deceives.  

2. Prior Work  

This section of the paper focuses on the reviews of 

various proposed work that has been achieved as 

part of the malware detection strategies. This section 

includes conference papers, journal papers, various 

articles that highlights the way the researchers has 

tried their techniques to achieve most optimal 

detection solution. The phishing threats [24], attack 

on IoT devices [25] and many others has been 

considered to detect the malware. The use of hybrid 

enabled malware detection mechanism has been 

adopted to detect the malware [26]. This work has 

been proposed to eliminate the intervention of 

human for malware detection. The paper lacks the 

addressing of advanced malware detection 

techniques in context to API calls.  

Another important aspect of malware, when it asks 

for ransom is the ransomware. The use of decoy 

based mechanism has been proposed to identify the 

ransomware [27]. Also, the use of reverse 

engineering is one of the method to identify or detect 

the malware [28] but, it needs to be automated using 

the ML concepts so that the malware detection could 

be faster process rather than depending upon the 

manual one which is slower in comparison to the 

automation. Also, the use of indicators has been 

proposed [29] to detect the malware where the 

indicators consists of values or the signatures of the 

malware. The use of SVM has been proposed to 

detect windows based malware [30] which is yet 

another efficient way of detection but lacks the 

accuracy.  

The use of API has been major area of interest 

because of the behavioral feature attached to it. 

Hence, when the API use class like CreateFileA over 

the Windows, it is the intension of the malware 

sample to drop malicious file over the victim and 

hence, understanding this API calls may reveal the 

real intention of the malicious program or the 

malware [31]. Also, sequential model has been 

proposed to detect the malware in a system or device 

where API calls is generated from the malware 

executable sample [32]. This is useful for the 

windows based malware detection.  
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Another method for malware detection has been 

proposed where the static and dynamic nature has 

been combined [33]. The use of sandbox has been 

adopted for the malware analysis. The hybrid model 

has been implemented to carry out detection. Here 

again, the use of API calls has been adopted to detect 

the malware over the infected operating system. 

Moreover, the dynamic analysis being more 

advance, needs more accuracy when considering 

different categories of malware that may arrive 

within one malware executable sample. Also, it is 

very important to automate the dynamic analysis of 

obfuscated malware when using ML concepts. 

ML has been proposed for detecting malware [34], 

where the malware is exhibiting its behavior and that 

has been detected by the model. Also, the analysis 

has been done on different parameters to detect the 

malware [35]. Many has also proposed the use of 

Random Forest for detection of the malware where 

these malwares were collected by imaging the 

memory of the victim system [36]. Moreover, the 

use of intelligent algorithms has also been proposed 

for detection strategies of the malware but, still 

needs more development [37]. There is also, 

proposed mechanism for detecting malware over 

software defined network using ML models [38]. 

The use of  Decision Tree using logistic regression 

has been adopted for malware detection [39]. 

The use of contextual understating has been 

proposed to detect and predict the malware on the 

system [40]. The API calls has been considered for 

detecting malware and in this case, the malware 

making API calls based on contextual parameters 

has been taken into consideration for anlysis [41]. 

When considering malware detection in 

categorization of various detection parameters, 

which may fall under static or dynamic, the API calls 

has been widely considered [42]. The main reason is 

the fundamental nature of the API calls that is 

software interaction which is one of the important 

feature that is also required by malware to perform 

its intended task.  

The author proposed Unsupervised model of ML 

and also used the Radom Forest to detect the 

malware [43]. Here, the detection has been mainly 

focused using behavioral based analysis. Also, the 

use of SVM has been considered for identification 

of malware families.  

The work has proposed the use of deep learning for 

detection of malware where few real devices that 

were infected were considered [44]. The malware 

here detected were those which were infecting the 

android operating system. The android malware is 

spreading fast mostly in the individual level whereas 

windows based malware main targets are the large 

number of the windows systems that could be 

corporate or other big organization. Also, the 

android malware needs users’ intervention or 

triggering itself whereas the advanced windows 

malware can combine themselves with target 

machine and then gets executed by the victim when, 

victim is executing legal applications. So, detection 

of windows malware become more relevant as 

detection mechanism could be widely used to 

protect critical windows server. 

3. Methodology  

This section deals with the proposed models that has 

been developed using various algorithms of ML. 

These are elaborated in the below subsections. Fig 1 

describes the generalized approach for 

multiclassification of various classes of malware 

[45][46]. 
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Fig 1. Generalized approach for Multiclassification of Malware 

3.1 Data Acquisition 

A dataset of Windows Portable Executable (PE) 

samples is collected. The feature set contains the 

API functions called by these malwares along with 

their SHA256 hash values and labels. The types of 

malwares in the dataset contains Redline Stealer, 

Downloader, Remote Access Trojan (RAT) and 

some Benign samples. The source of the malware 

can be found in 

https://www.kaggle.com/datasets/joebeachcapital/w

indows-malwares  

 3.2 Data Preprocessing  

Data preprocessing is a crucial step in preparing a 

dataset for analysis, ensuring that the data is clean, 

consistent, and usable. The dataset imported 

contains null values as well as duplicate values. Null 

values, or missing values, can affect the analysis and 

model performance. So, these null values are 

replaced by categorical mean. The duplicated values 

are dropped [47][48]. 

3.3 Feature Selection  

Feature selection involves selecting a subset of 

relevant features (variables, predictors) for use in 

model construction. Feature selection can improve 

the performance of the model by reducing 

overfitting, enhancing generalization, and speeding 

up the training process. Z-score Normalization is 

performed where scaling is performed on features to 

have a mean of 0 and a standard deviation of 1. 

“f_classif” feature selection is used which helps to 

identify the features that are most strongly 

associated with the target variable in a classification 

problem. This method is particularly useful for 

reducing the dimensionality of the dataset and 

improving the performance of classification models 

by focusing on the most significant features. Term 

Frequency-Inverse Document Frequency (TF-IDF) 

method is applied which helps in ranking and 

retrieving the significant features more effectively. 

The first 20000 features are considered using this 

TF-IDF method [49][50]. 

3.4 Data Split  

It involves dividing the dataset into different subsets 

to evaluate the performance of a model. For training 

the classification models 80% of the malware 

samples are used and for testing the trained model 

20% of the data samples are used [51]. 

 

 

https://www.kaggle.com/datasets/joebeachcapital/windows-malwares
https://www.kaggle.com/datasets/joebeachcapital/windows-malwares
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3.5 Classification Models  

For multiclassification purpose, several supervised 

learning algorithms are used that are described in the 

below sub sections  

3.5.1 Decision Trees 

Decision Trees (DT) is a concept where it is used in 

ML for the purpose of developing predictive model. 

The best part of the DT is that, it is suitable for both 

classification as well as regression.  It follows tree 

like structure and the internal node is used to test 

attributes whereas every branch resembles value of 

the attributes. Finally, the leaf node resembles the 

prediction or the ultimate decision. The DT is 

formed based upon the recursive partition that is 

done on the data which rely on different attributes. 

Further, the finest attribute is considered for splitting 

it at every internal node. The split process is 

performed till the stop criteria is achieved [52]. 

3.5.2 Random Forest 

Random Forest is an ensemble learning algorithm 

that uses both uses multiple decision trees to 

improve predictive accuracy and reduce overfitting. 

During training, Random Forest constructs many 

decision trees, using a random subset of the dataset 

and a random subset of features. The randomness 

ensures that each tree learns different parts of the 

data, reducing overfitting. For classification, the 

algorithm uses majority voting among the trees to 

determine the final class. For regression, it averages 

the predictions from each tree. There are various 

advantages of Random Forest. Random Forest deals 

with complex data well, including noisy or missing 

features. It provides reliable forecasts even when the 

environment changes. Also, by analyzing feature 

importance across trees, we can identify influential 

features. Random Forest is an example of bagging, 

where multiple weak models are trained 

independently and then they are combined. Unlike 

bagging, boosting trains models sequentially, with 

each model correcting errors made by previous one. 

3.5.3 Logistics Regression  

Logistic regression is a supervised machine learning 

algorithm used for binary classification as well 

multi- classification. The main purpose of the 

Logistic regression is to give the probability that if 

data belongs to a class e.g., spam or not spam, 

disease or no disease. Logistic regression uses the 

sigmoid function, also known as the logistic function 

to map predicted values to probabilities. The 

sigmoid function ensures that the output lies 

between 0 and 1. It classifies the non-binary values 

into binary ones like 0 and 1. If the probability 

exceeds a threshold value (usually 0.5), the instance 

is classified into one class and if it remains below 

0.5, it belongs to the other class. There are three 

types of logistic regressions.  

Binomial logistic regression is the one which is used 

for two possible dependent variables 0 and 1. while 

Multinomial logistic regression considered other 

parameters also. Finally, Ordinal logistic regression 

is another type used for three or more ordered types 

e.g.: low, medium, high. 

3.5.4 Gradient Boosting  

Gradient Boosting is very useful boosting algorithm 

which works by combining weaker learner together 

with the stronger one. Moreover, in each steps, the 

loss function is minimised and the gradient of the 

loss is calculated for the more accurate prediction. 

After, this prediction is done, this new model 

prediction goes for ensembling and it continues till 

the criteria for stopping is achieved.  It also uses 

Gradient Boosted Tree which are used for training 

that are related to regression problems.  

3.5.5 XGBoosting 

It is like a more enhanced version of gradient 

boosting. It is designed to improve the machine 

learning performance. XGBoosting stands for 

Extreme Gradient Boosting. It’s a powerful 

ensemble learning algorithm that combines the 

predictions of multiple individual models like 

decision trees to create an accurate predictive model. 

It is popular for structured data and dominates 

applied machine learning tasks. It extends traditional 

gradient boosting. In gradient boosting, weak 

learners like decision trees are trained sequentially, 

with each tree correcting the mistakes of its 

predecessors. Unlike traditional gradient boosting, 

XGBoosting constructs trees in parallel rather than 

sequentially. This significantly improves speed and 

performance. It includes regularization terms in its 

objective function. This reduces overfitting and 

enhances generalization. XGBoosting introduces a 

new parameter called the learning rate. It controls 

the contribution of each tree to the overall 

prediction. A lower learning rate makes the model 

more conservative and resilient. It builds trees level 

by level. At each level, it assesses whether adding a 

new node split improves the overall objective 
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function. If not, the split is trimmed. This approach 

makes the trees easier to understand and construct. 

3.5.6 Stochastic Gradient Descent (SGD) 

SGD is iteration based optimisation process that 

takes into account optimal value that is maxima and 

minima. The other important feature of the SGD is 

that; it provides higher accuracy for both training as 

well as testing. While using SGD, particular single 

random sample could be taken instead of selection 

complete data set. SGD is lesser in expense when 

taking computation as reference point. 

3.6 Performance Parameter Analysis 

Performance parameter analysis is crucial in 

machine learning to evaluate and compare models. 

It involves using various metrics to assess how well 

a model performs on different tasks, typically 

classification or regression. For comparison of the 

models the metrics used are accuracy, precision, 

recall and F1 score. 

4. Results and Discussion 

The malware samples used in this multi 

classification is categorized into 4 classes: Class 0 as 

Benign, Class 1 as Redline Stealer, Class 2 as 

Downloader, Class 3 as Remote Access Trojan 

(RAT). The samples undergo a series of 

preprocessing to handle the null and duplicate values 

in the dataset. The classification models are trained 

with two cases. In the first case, no feature selection 

of the data is performed. In the second case, the 

dataset undergoes feature selection techniques 

where features of 20000 rows are taken and trained. 

The below mention table 1 depicts the different 

accuracy of the classification models for the two 

cases.  

Table 1. Comparative analysis of based on Accuracy. 

Classification Models Without Feature Selection With Feature Selection 

Decision Tree 0.86 0.9076 

Random Forest 0.8688 0.9101 

XGBoosting 0.8698 0.9156 

Gradient Boosting Classifier 0.8512 0.8996 

SGD Classifier 0.8628 0.9151 

This shows that the accuracy of these classification 

models increase to a much satisfactory level when 

feature selection techniques are employed. 

Comparing the accuracy levels, the XGBoosting 

classifier and the SGD classifier outperform the rest 

of the classification models. The XGBoosting 

algorithm yields an accuracy of 91.56% while SGD 

classifier yields an accuracy of 91.51% with feature 

selection.  

  

Fig 2 a) ROC curve Xg Boosting classifier (without 

Feature Selection) 

Fig 2 b) ROC curve Xg Boosting classifier (with 

Feature Selection) 
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Fig 3 a) ROC curve SGD Classifier  

(without Feature Selection) 

Fig 3 b) ROC curve SGD Classifier  

(with Feature Selection) 

The ROC (Receiver Operating Characteristic) curve 

is plotted for the two best classification models that 

achieved higher accuracy for the malware 

classification. The performance metrics of these two 

best classification models i.e., XGBoosting 

classifier and SGD classifier are shown in table 2 

and table 3 taking into consideration both the cases 

i.e., with feature selection and without feature 

selection. 

 

Table 2 Performance Metrics of XGBoosting classifier and SGD classifier without Feature Selection 

Classes of 

Malware 

XGBoosting classifier SGD classifier 

Precision Recall  F1 score Precision Recall  F1 score 

Benign 0.95 0.38 0.61 0.42 0.95 0.61 

Redline Stealer 0.93 0.91 0.92 0.92 0.92 0.92 

Downloader 0.99 0.99 0.99 0.96 0.99 0.81 

RAT 0.70 0.99 0.82 0.74 0.69 0.81 

 

Table 3 Performance Metrics of XGBoosting classifier and SGD classifier with Feature Selection 

Classes of 

Malware 

XGBoosting classifier SGD classifier 

Precision Recall  F1 score Precision Recall  F1 score 

Benign 0.99 0.41 0.58 0.44 0.97 0.58 

Redline Stealer 0.98 0.97 0.97 0.97 0.98 0.97 

Downloader 0.99 0.99 0.99 0.98 0.99 0.99 

RAT 0.80 0.98 0.88 0.99 0.79 0.88 

 

Comparing the two tables, it is observed that the 

feature selection plays a crucial role in classification 

of malware. Moreover, there can be seen a 

significant rise in the values of performance metrics 

after feature selection is implemented.  

 

5. Conclusion 

The detection of malware is very crucial step to 

safeguard the system and also reduce the risk 

resulting in business continuity. This work has tried 

its best to not only detect malware but also classify 

them into different classes such as Class 0 as Benign, 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(21s), 3641–3650 |  3648 

Class 1 as Redline Stealer, Class 2 as Downloader, 

Class 3 as Remote Access Trojan (RAT) which 

would help to make more accurate defensive 

mechanism to counter malware attacks. The paper 

has created integrated model using Decision Trees, 

Random Forest, Logistics Regression, XGBoosting, 

Gradient Boosting and Stochastic Gradient Descent 

(SGD) to yield maximum efficiency.  
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