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Abstract: The rise in the number of social media users, particularly in Indonesia, has led to an increase in the prevalence of cyberbullying 

cases in Indonesia. One of the rising social media platform twitter is nominated as the moxt toxic platform. One approach to preventing 

cyberbullying on social media is to analyse a person's opinion or assessment of the sentiment or emotion expressed on the platform. 

Sentiment Analysis, has been shown to be an effective strategy for identifying and addressing cyberbullying. Hyperparameter tuning is 

crucial for enhancing the performance of deep learning models like Long Short-Term Memory (LSTM), which often struggle with 

optimizing parameters due to local minima. This challenge is tackled using Particle Swarm Optimization (PSO) and Salp Swarm Algorithm 

(SSA) for more effective tuning.. The research encompasses various stages: data scraping, preprocessing, translating, labeling, and 

modeling with an LSTM optimized by PSO and SSA to determine the optimal number of LSTM units. This is followed by statistical testing 

and evaluation. The optimal model will be utilized in the data repository website and cyberbullying classification based on user input and 

allows users to download and upload datasets with administrator permission. The finding shows that models LSTM that been optimised 

with PSO (PSO-LSTM), has the best performance between the conventional model and the SSA-LSTM model. The PSO-LSTM algorithm 

produces 87.43% accuracy, 41.29% loss, and 12.93 seconds execution time. Results of the website data repository design have been tested 

with the User Acceptance Test with the results running in accordance with the expected results. 

Keywords: Cyberbullying Detection, Database Repository, Long Short-Term Memory (LSTM), Optimizing Parameters, Particle Swarm 

Optimization (PSO), Salp Swarm Algorithm (SSA) 

1. Introduction 

The prevalence of social media use across the globe, with a 

particular focus on Indonesia, continues to grow at an 

exponential rate. The more intense and extensive use of 

social media can lead to several problems such as potential 

interactions with strangers who have bad intentions. One of 

the problems that can occur is exposure to online aggression 

such as cyberbullying [1]. Cyberbullying on social media 

has become a pressing issue in recent years. According to 

survey that conducted by three diferent platfom namely 

Microsoft, UNICEF and U-Report Indonesia from 2777 

responded 45% have experience cyberbullying and 71% of 

them happened in social media platform [2].  

Cyberbullying is a subset of bullying. It is defined as an act 

or threat perpetrated through technology in an online 

environment, such as social media or text messaging [3]. 

Individuals who have been subjected to cyberbullying 

exhibit more severe depressive symptoms than those who 

have been victimized by other forms of bullying. The 

inability to effectively defend oneself from cyberbullying 

can intensify feelings of helplessness, which in turn can 

precipitate feelings of fear and emotional distress, 

ultimately leading to depressive symptoms [4]. Victims will 

tend to abuse alcohol and drugs to combat the feelings of 

cyberbullying they are experiencing. The use of these drugs 

and the effects of cyberbullying itself can push victims to 

attempt suicide or commit suicide. Suicides caused by 

cyberbullying on social media have given rise to the 

phenomenon of Cyberbullicide. Cyberbullicide is a term 

introduced by renowned researchers in the field of 

cyberbullying, which refers to specific cases where suicide 

is directly or indirectly the result of aggregation or 

cyberbullying [5].  

Indonesia has a total of 21.15 million people who use social 

media, an increase from the previous year, when there were 

16.2 million Twitter users in Indonesia [6]. Given the sheer 

volume of tweets posted daily, it is evident that Twitter is 

unable to exert control over the environment of the social 

media platform. Forbes and a study from SimpleTexting 

have identified Twitter as the most toxic microblogging 

platform, with an average toxicity score of 7.28. 

Furthermore, Twitter has been named the app with the most 

trolls by 38% of respondents [7]. Despite the 

implementation of various features designed to mitigate 

cyberbullying, including filters for unwanted messages from 

users who do not use profile photos and a feature to activate 

time limits to punish users who use inappropriate words, the 

Twitter platform remains susceptible to cyberbullying [8]. 

One approach to preventing cyberbullying on social media 
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is to analyse a person's opinion or assessment of the 

sentiment or emotion expressed on the platform. This 

method, commonly referred to as Sentiment Analysis, has 

been shown to be an effective strategy for identifying and 

addressing cyberbullying. The process of text sentiment 

analysis is an automated method of determining whether a 

text segment contains objective or opinionated content. This 

allows for the identification of text sentiment polarity. 

Previous research on the detection and classification of 

cyberbullying, as well as sentiment analysis using machine 

learning and deep learning algorithms, yielded inconclusive 

results. A study comparing LSTM and GRU found that 

LSTM was more effective on different datasets with better 

performance than GRU [9]. However, in sentiment research 

related to the COVID-19 pandemic, LSTM demonstrated 

the lowest accuracy at 65%, while other deep learning 

methods achieved LSTM 89% [10]. In Indonesia, research 

on Twitter using machine learning and deep learning 

algorithms recorded a maximum accuracy of KNN 70% and 

LSTM 79% respectively [11] [12], which is still lower than 

similar research on hate speech on Arabic social media with 

LSTM 81% accuracy [10]. A study comparing Particle 

Swarm Optimisation (PSO) and Salp Swarm Algorithm 

(SSA) demonstrated the effectiveness swarm optimization 

potential. Both methods exhibited enhanced accuracy and 

reduced execution time, with PSO demonstrating superior 

speed and SSA demonstrating higher accuracy in machine 

learning [13]. The process of collecting data from Twitter 

social media using web scraping techniques is often 

impeded by obstacles such as access restrictions imposed by 

platform policies that limit the number of tweets that can be 

viewed in a given day. To overcome this challenge, it is 

necessary to create an electronic repository that serves as a 

data storage base and supports the cyberbullying data 

collection process. 

The contributions of this research are as follows: 1) The 

performance of sentiment analysis on cyberbullying words 

on Twitter social media with LSTM, PSO-LSTM, and SSA-

LSTM algorithms in order to identify the optimal algorithm. 

2) Using the most recent Tweets relevant to cyberbullying 

with Indonesian language from platform X in the period 31 

december 2023 - 31 January 2024.  3) The creation of an E-

Repository as a foundation for the storage of datasets to be 

utilized in research. 4) The development of a 

straightforward web-based application that will 

automatically classify tweets containing cyberbullying text. 

2. Related Works 

S. Yang, X. Yu, and Y. Zhou investigate the efficacy of 

different neural networks with varying data sizes and 

lengths using the Yelp review dataset [22]. The algorithm 

evaluated the performance of LSTM and GRU in four 

different configurations: long text data and small datasets, 

long text and large datasets, short text and small datasets, 

and short text and large datasets [11]. The LSTM model 

demonstrated superior accuracy, achieving 75% to 79% in 

the four datasets tested. However, the GRU model exhibited 

a significantly faster processing time, with an average of 

129 to 130 seconds. Another study was conducted to 

investigate the sentiment analysis of tweets related to the 

novel coronavirus disease (COVID-19) using a deep 

learning model [10]. The research compared four deep 

learning models: Bidirectional Encoder Representations 

from Transformers (BERT), LR, SVM, and LSTM. The 

results of this model indicated that the BERT model 

achieved an accuracy of 89%, while the LR, SVM, and 

LSTM models attained accuracies of 75%, 74.75%, and 

65%, respectively. 

The detection of cyberbullying using sentiment analysis in 

the Indonesian language has also been previously 

investigated. A. Muzakir, H. Syaputra, and F. Panjaitan [11] 

discuss the detection of cyberbullying in social media, 

specifically Twitter, using a combination of classification 

algorithms, namely NB, DT, LR, and SVM, which are 

integrated with the extraction of bigrams, unigrams, and 

trigrams. The obtained accuracy results are relatively high, 

at 76% using SVM. Furthermore, the detection of 

cyberbullying in Indonesian language has been investigated 

using deep learning and hybrid deep learning approaches 

[12]. The algorithms employed were LSTM, CNN, LSTM-

CNN, and CNN-LSTM. This research makes a novel 

contribution by integrating deep learning and hybrid deep 

learning models with word embedding techniques, namely 

word2vec and TF-IDF, to detect cyberbullying in 

Indonesian language. The highest accuracy of 79.48% was 

obtained by the CNN-LSTM model. The result of the CNN-

LSTM model exhibited an increase of 0.48% in accuracy 

compared to the LSTM baseline, which achieved an 

accuracy of 79.10%. While this increase is not statistically 

significant, it does demonstrate the ability of the algorithm 

to detect instances of cyberbullying. 

Previous research on the integration of swarm algorithms 

with optimisation algorithms has been done before, but in 

the context of machine learning. A research to find 

sentiment analysis on twitter dataset using swarm algorithm 

to increase machine learning performance has been 

researched before [14]. The swarm algorithms employed 

were the Salp Swarm Algorithm Transfer Function (SSA-

TF), Salp Swarm Algorithm (SSA), Particle Swarm 

Optimization (PSO), and Ant Lion Optimisation (ALO), 

with the objective of enhancing the performance of K-

Nearest Neighbour (KNN), Support Vector Machine 

(SVM), and Naïve Bayes (NB). The results of this research 

demonstrated that the SSA-V3-TF algorithm exhibited the 

highest accuracy, achieving an accuracy of 80.9%. 

Conversely, the SSA-KNN algorithm exhibited the lowest 

accuracy, with an accuracy of 55%. However, when 

compared to other algorithms without any further 
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optimisation of the transfer function, the PSO and ALO 

algorithms demonstrated promising accuracy, with the 

KNN-PSO algorithm achieving an accuracy of 80.95% and 

the KNN-ALO algorithm achieving an accuracy of 80.44%. 

A further study was conducted to predict land and fire data 

from Twitter sentiment analysis using a swarm algorithm 

[13]. This research integrated classification algorithms NB, 

SVM, and K-NN with a swarm algorithm optimiser, PSO, 

SSA, and ALO. The results of this research indicated that, 

overall, KNN optimised with SSA exhibited the highest 

accuracy, at 90.02%. However, the most efficient execution 

time was achieved by combining KNN with PSO, with a 

time of 0.038 seconds. 

The majority of previous studies did not compare the 

performance of the Particle Swarm Optimizaton (PSO) 

algorithm and the Salp Swarm Algortihm (SSA) algorithm 

to find the best optimisation algorithm for the Long Short-

Term Memory (LSTM) deep learning algorithm in the 

classification of Indonesian-language cyberbullying on 

twitter social media. To fill the gap of research conducted 

previously, this research will adopt Swarm Intelligence 

algorithm optimisation using LSTM deeplearning algorithm 

and compare it with and without Swarm Intelligence based 

hyperparameter optimisation, the algorithm will compare 2 

optimisation namely Particle Swarm Optimization (PSO) 

and Salp Swarm Algortigm (SSA) to improve LSTM 

performance in sentiment classification on cyberbullying 

data. 

The model with the best accuracy will build a website 

prototype to be able to predict cyberbullying text. In 

addition, an E-Repository database will be developed for the 

datasets used in the research. The creation of this E-

repository is based on two previous studies that made an E-

repository for collecting grain data [15] and collecting 

cancer cell images [16] because there is no dedicated 

database for the datasets used in the research. Therefore, this 

research will also create a Cyberbullying E-repository as a 

cyberbullying text database that will be used for research. 

3. Proposed Method 

The propposed methodology for this research can be shown 

in figure 1. 

 

Figure 1. Proposed Architecture 

3.1. Data Collection 

The data to be employed in this research will be derived 

from primary sources, specifically from the social media 

platform X (Twitter). The researchers will collect this data 

through the use of automated data-gathering tools, also 

known as tweet-harvest. These tools will extract user tweets 

from the platform.  

The research will be conducted using keywords related to 

cyberbullying in Indonesian, including "bajingan, anjing, 

tai, jablay, and goblok", as well as several Twitter threads 

that contain phenomena that generate various diverse 

opinions. The data will be gathered over the period 31 

December 2023 to 31 January 2024, with a data scraping 

limit of 2000 data. the results of the data scraping process 

can be seen in the table 1. 

Table 1. Tweets data cyberbullying related from Twitter/X 

Created At Full-Text 

Sun Dec 31 23:58:55 +0000 

2023 

@laliceland yang tai tai aja 

Sun Dec 31 23:42:24 +0000 

2023 

 

pgn idup normal kek org2 

anjing kapan yaaahh 

Sun Dec 31 23:48:07 +0000 

2023 

@shan_er96 lah sama banh, 

pas siang kaga kenapa-napa 

menjelang tidur udah kek 

anjing menggonggong 

kafilah berlalu 

Sun Dec 31 23:58:29 +0000 

2023 

@convomf Nguji apaan 

anjing. Bilang aja antara dia 

pelit atau emg miskin. Najis 

bgt cowokmu. Putusin aja 

napasih 

 

3.2. Data Pre-processing 

Data pre-processing in Twitter is a transformation process 
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to transform data so that it can be processed by the 

algorithms used in the research. Data pre-processing will 

help the classification process to identify sentiment and 

false information in the text, as well as reduce noise, which 

is very influential in determining the results of the 

classification algorithm used. Each Twitter user has their 

own punctuation style and content such as urls, hashtags and 

mentions that can influence the research [17]. Based on 

previous studies applying preprocessing to Twitter/X data, 

data cleaning typically involves several steps [18] [19]. 

3.2.1. Remove URL mention hashtag Punctuation  

Unwanted strings or unicode words such as URLs, user 

mentions, and hastag sybmbols are categorized as leftover 

data that exists from the data crawling process, this leftover 

data can contribute to noise in dataset and does not have 

much value for the analytical task  

3.2.2. Tokenization 

Tokenization is the stage where boundaries in the text are 

identified such as spaces and punctuation marks. This 

process will break the sentence into small meaningful parts 

to identify the word entities in it  

3.2.3. Normalization 

Normalisation is the process of converting text into a 

standard format with the objective of facilitating consistent 

processing. This process can assist in reducing variation in 

text, thereby enhancing the ability of natural language 

processing algorithms and machine learning models to 

process it. For instance, normalisation can result in the 

transformation of “Utk” to “untuk” and “menunda” to 

“mengundurkan”. 

3.2.4. StopWords Removal 

Stop Word removal is the process of removing function 

words that cannot provide information in the index or words 

that usually has less meanings and does not containt any 

sentiment but apperar frequently in text  

3.2.5. Stemming 

Stemming is a process in pre-processing to remove prefixes 

and suffixes to reduce words that have affixes. reducing 

words to their root form, or "stem," by removing affixes like 

prefixes or suffixes. This technique helps normalize words 

so that variations of a word, such as “bermain” dan 

“mainan” will be converted base word, “main”. 

3.2.6. Remove Words with length <2 

After going through all the data pre-processing steps, we can 

compare the tweet data before and adter clensing stage. The 

comparison is shown on Table 2.  

 

 

Table 2. Comparison of tweet data before and after pre-

processing 

Before Pre-Processing After Pre-Processing 

Anjing kepikiran pake AI 

dibikin ginian lagi 😭😭 

anjing kepikiran pake 

dibikin ginian lagi 

@miteaka Soft banget ya elu 

ke gue, manggil kakak 

sebelum anjing babian🥺 

soft banget elu gue 

manggil kakak sebelum 

anjing babian 

@lhayesno @kurawa 

@PreciosaKanti dia mah pasti 

merasa bodoamat soalnya dah 

tajir melintir dia dari hasil 

ngebuzzer😅, makanya jadi 

orang goblok gitu🤪🤪 

dia mah pasti merasa 

bodoamat soalnya dah tajir 

melintir dia dari hasil 

ngebuzzer makanya jadi 

orang goblok gitu 

 

3.3. Data translation 

Once the data has been cleansed, the results of the cleansing 

process for data that is still in Indonesian will be translated 

into English using the Google Cloud Translation Hub API. 

The Google Cloud Translation API is a service provided by 

Google Cloud Platform that allows users to translate text 

from one language to another in large quantities [20]. It can 

translate text into higher quality. The Google Cloud 

Translation API allows users to translate more than 1000 

languages, which can be translated in various contexts and 

multilingual environments. It is efficient in performing 

large-scale text translations. The result of data translation 

dan be seen in Table 3.  

Table 3. Comparison of tweet data before and data 

translation 

Before Translation After Translation 

gua nya anjing klo temen gua 

beda lagi asu 

I'm a dog, but my friend is 

different and affectionate 

gue kesel gue gabisa silent 

treatment gue sedih juga kalo 

ngediemin tapi gimana lagi gue 

sakit hati anjing 

I'm annoyed that I can't get 

silent treatment. I'm also 

sad if I'm silent, but what 

else can I do, I'm hurt by 

the dog 

pagipagi bukannya menghirup 

udara segar malah menghirup 

asap rokok tai 

In the morning, instead of 

breathing fresh air, I 

inhaled cigarette smoke 

 

3.4. Data Labeling 

The English-language tweets data will be subjected to a 

sentiment score weighting process using the Valence Aware 

Dictionary and Sentiment Reasoner (VADER) tool. 
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VADER Analyzer will assign a score to the entire text, with 

a positive value indicating a score greater than 0 and a 

negative value indicating a score less than 0 [21].  The 

sentiment score will only store positive and negative labels 

derived from the compound score results determined by 

VADER. Once the researchers have obtained the results of 

the VADER labelling, these will be subjected to a second 

round of expert scrutiny. This will involve an examination 

of the labelling in question to determine whether it aligns 

with the text in question, which deals with the phenomenon 

of cyberbullying. The expert tasked with this second round 

of scrutiny is Rahadian Hogantara, an alumnus of the 

psychology programme at the State University of Jakarta 

(UNJ). Table 4. Represent a sample of labeled data using the 

vader libaray 

Table 4. Result of labeled data using VADER and expert 

Text Vader Expert 

anjing lee heeseung 

ganteng banget 
Positive Negative 

anjing tidak pantas sama 

bidadari 
Positive Positive 

iya sudah gembok bodoh 

amat sudah gue kasih 

tantangan terbuka 

Negative Negative 

3.5. Data Splitting 

The data is split using the train_test_split function into two 

distinct sets: training data and test data. The data is split in 

a ratio of 20%  

test data and 80% training data. The X_train and X_test data 

have been transformed into three-dimensional tensor form, 

and the target data y_train and y_test have been converted 

into one-hot encoding in accordance with the data format 

requirements for running the LSTM model. 

3.6. Swarm Intelligence 

Swarm Intelligence algorithms are inspired by various 

populations of biological organisms that are made to mimic 

the characteristics or properties of organisms when 

interacting individually or in the environment to achieve a 

certain goal, with the aim that this interaction can be 

processed into an algorithm to find an optimal or near 

optimal solution in a heuristic way within a reasonable 

period of time [63. Swarm intelligence will perform 

optimisation to perform hyperparameter optimisation for the 

number of LSTM unit created as inputs. Objective funtion 

will be used to evaluate the performance of the LSTM model 

during training and provide feedback to the model on how 

well it predicts the training data. From the optimisation 

results, the most optimal number of LSTM units used for 

LSTM [22]  that will be rebuilt using LSTM and evaluated 

and compared for accuracy, loss, and execution time to get 

the best results. 

3.6.1. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is an optimization 

algorithm inspired by the collective behavior of animal 

swarms in nature, particularly birds and fish, in their search 

for food. While searching for food birds will update their 

position according to their own best position and the best 

position within the flock resulting in an optimal formation 

[23]. Particle Swarm Optimisation (PSO) is an algorithm 

where particles in a flock, analogous to birds, move in an N-

dimensional search space. Each particle has a velocity and 

position that represents its movement. They store 

information about their personal best position (Pbest) and 

global best position (Gbest), which enables dynamic 

adaptation. By adjusting the velocity based on the history of 

optimal positions, PSO leads to better solutions with 

interparticle collaboration. This process continues until a 

stopping condition is reached, with the goal of achieving a 

balance between exploration and exploitation of the optimal 

solution. PSO is an efficient method for finding optimal or 

near-optimal solution [24]. 

{
𝑣⃗𝑖 ⇐ 𝑣⃗𝑖 + 𝑈⃗⃗⃗(0, ) ⊗ (𝑝𝑖 − 𝑥⃗𝑖) + 𝑈⃗⃗⃗(0, 𝜙2) ⊗ (𝑝𝑔 − 𝑥⃗𝑖)

𝑥⃗𝑖 ⇐ 𝑥⃗ⅈ + 𝑣⃗𝑖

}

 (1) 

In the equation (1) Each particle adjusts its velocity (𝑣⃗𝑖) 

based on its personal (𝑝𝑖) and global (𝑝𝑔) best positions by 

introducing random factors 𝑈⃗⃗⃗(0, 𝑝) and 𝑈⃗⃗⃗(0, 𝑔) that enable 

extensive exploration. Then, the particle positions are 

updated by adding the new velocity to the current position, 

thus facilitating the movement of particles in a better 

direction based on personal and collective experience in the 

swarm. The pseudocode of PSO algorithm can been seen in 

table 6 [25]. 

Table 5. Pseudocode of Particle Swarm Optimization  

(1) 

Create an array of particles, each with randomly 

initialized positions and velocities across D 

dimensions. 

(2) Begin loop: 

(3) 
Evaluate the fitness function for each particle in D-

dimensional space. 

(4) 

Compare each particle's current fitness with its 

personal best (pbesti). If the current fitness is better: 

    Update pbesti to the current fitness value. 

    Update the personal position record (pi) to the 

current position (xi). 

(5) 
 Identify the particle with the best performance in the 

neighborhood and assign its index to the variable g. 
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(6) 
Update each particle's velocity and position using 

equations (1) 

(7) 

End the loop when a termination criterion is met, 

which could be achieving a desired fitness level or 

reaching a specified number of iterations. 

 

3.6.2. Salp Swarm Algorithm 

Salp Swarm Algorithm (SSA) is an algorithm inspired by 

salps and the movement of salpidae population chains in the 

sea in search of food proposed by S. Mirjalili in 2017 [26]. 

Salp chains have a leader who has optimal judgement of the 

environment and is often at the top of the food chain, 

however the leader will not directly influence the movement 

of the group but will influence the movement of 

neighbouring salps [27]. the Salp Swarm Algorithm (SSA) 

mimics the behaviour of a salp chain in search of food. Each 

chain is divided into two populations: leaders and followers. 

The leader, at the front of the chain, updates its position by 

considering the location of the food source (F), upper bound 

(ub), and lower bound (lb), as well as random factors (p1, 

p2, p3) to determine the direction and magnitude of the 

move. Each iteration, the leader moves the followers by 

taking the average of their positions and the adjacent salp. 

This process goes on continuously, where followers adjust 

their positions based on the leader, searching for the global 

optimum position in the n-dimensional search space [28]. 

The explanation of how salp algorithm work to find the best 

optimal solution using leader and position update can be 

seen in equation (2), (3), (4), and 5 [29]. 

𝑥𝑗
1 =

𝐹𝑗 + 𝑐1((𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗)𝑐3 ⩾ 0

𝐹𝑗 − 𝑐1((𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗)𝑐3 < 0
 (2) 

𝑐1 = 2ⅇ − (
4𝐿

𝐿
)

2

         (3) 

 𝑥𝐽
𝑖 =

1

2
𝑎𝑡2 + 𝑣0𝑡  (4) 

𝑥𝐽
𝑖 =

1

2
(𝑥𝐽

𝑖 + 𝑋𝐽
𝑖−1

)  (5) 

The first two equations (1) and (2) describe the position 

updating mechanism of the salp in search of the optimal 

position, where 𝐹𝑗 can be interpreted as the target position 

or optimal value, while 𝑐1 and 𝑐2 are parameters that govern 

the position adaptation based on the upper bound 𝑢𝑏𝑗  and 

lower bound 𝑙𝑏𝑗). Equation (3) indicates the influence of the 

initial acceleration and velocity in the salp movement, while 

equation (4) may be used to calculate the average position 

value between two salps, assisting in the simulation of 

coordinative salp movement and efficient in finding the 

optimal asolution. The pseudocode of SSA algorithm can 

been seen in table 6 [29]. 

Table 6. Pseudocode of Salp Swarm Algorithm 

(1) 
Initialize the salp population (xi with i=1, 2, 3, ..., n) 

with upper bound (ub) and lower bound (lb) values. 

(2) 

While the last criterion is not met, do: 

Compute the fitness value of each search agent (salp) 

using the value F obtained from the top-tier search 

engine. 

Modify the value of c1 using Equation (3). 

(3) 

For each salp: 

        If the salp is the leading salp, do: 

            Update the position of the leading salp using 

Equation (2). 

        If the salp is a follower salp, do: 

            Update the position of the follower salp using 

Equation (5). 

(4) 
Modify the positions of the salps based on the upper 

and lower bounds of the variables 

(5) 
Evaluate the termination criterion, if met, exit the 

loop. 

(6) Output the value of F as the global best solution. 

 

3.7. Long Short-Term Memory 

Long Short-Term Memory Network (LSTM) is an 

algorithm proposed in 1997 by Hochreiter and Schmidhuber 

to overcome the problem of gradient loss and gradient 

explosion by introducing a gated function mechanism [30]. 

LSTM allows for the storage of multiple temporal 

dependencies by changing the state vectors of cells that are 

deployed to capture long-term dependencies [31].. The 

explantion of forget gate (1), input gate (2), Candidate Cell 

State (3), Update Cell State (4), output gate (5), output (6) 

can be seen by the equation below. 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑓) 

 (6) 

ⅈ𝑡 = 𝜎(𝑊𝑖 ⋅ [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑖) 

 (7) 

𝑐𝑡̃ = 𝑡𝑎𝑛ℎ(𝑊𝑐 ⋅ [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑐) (8) 

𝐶𝑡 = 𝑓𝑖 ⋅ 𝐶𝑡−1 + ⅈ𝑡 ⋅ 𝐶̃𝑡  (9) 

𝑂𝑡 = 𝜎(𝑊0 ⋅ [𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑜) 

 (10) 

ℎ𝑡 = 𝑂𝑡 ⋅ tanh(𝑐𝑡)  (11) 

The Forget Gate (𝑓𝑡 in an LSTM model determines how 

much previous memory to retain, while the Input Gate ⅈ𝑡 

controls the influx of new information. The Candidate Cell 

State uses the tanh function to generate potential new 
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values, which are then integrated into the memory cell by 

the Update Cell State (𝑐𝑡̃) using the input gate. The Output 

Gate (𝑂𝑡) regulates the amount of information transferred to 

output cells, allowing the model to retain important 

information and discard the irrelevant. The output ℎ𝑡 of the 

LSTM represents the information processed, crucial for 

feature representation and decision-making in subsequent 

layers. 

3.8. Statitiscal Test 

Statistical tests are used in research to evaluate hypotheses, 

assess relationships between variables, and provide 

quantitative evidence to support conclusions, thereby 

enhancing the credibility and reliability of findings. 

3.8.1. Shapiro Wilk Test 

The Shapiro-Wilk test is one of the most popular statistical 

tests used to test the normality of data. The Shapiro-Wilk 

test is based on the value of the standardised normal 

expected value and the sample mean [32].The equation of 

shapiro wilk test can be found on eqution (12) 

𝑊 =  
(∑ 𝑎𝑖𝑥(𝑖)

𝑛
𝑖=1 )

2

∑ (𝑥𝑖− 𝑥̅ )𝑛
𝑖=1

2   (12) 

The Shapiro-Wilk statistic, designated by the symbol 𝑊, is 

employed to assess the normality of a distribution. A value 

of 𝑊 close to 1 indicates that the sample distribution is close 

to normal. The number of observations in the sample, 

designated by the symbol 𝑛, is also considered. The 

coefficient 𝑎𝑖, determined by the order and number of 𝑛 data 

in the sample, is obtained from the distribution table to 

weight the observations. The individual observations in the 

sample, designated by the symbol 𝑥𝑖, and the mean of the 

sample, designated by the symbol 𝑥̅, are also considered 

3.8.2. ANOVA 

ANOVA is a statistical test method used to compare the 

means of three or more different groups to determine if there 

is significance among the groups. ANOVA is typically used 

when there is one dependent variable and one or more 

independent variables in the dataset. The equation of 

ANOVA can be found on equation [33] (13) 

𝐹 =
𝑀𝑆𝑏𝑒𝑡𝑤𝑒𝑒𝑛

𝑀𝑆𝜔𝑖𝑡ℎ𝑖𝑛
  (13) 

In analysis of variance (ANOVA), the F test value, D, 

measures differences between groups using Mean Square 

Between (MSB) and Mean Square Within. MSB calculates 

the variability between groups based on their degrees of 

freedom, while Mean Square Within calculates the 

variability within groups. Comparison of the ratio of MSB 

to Mean Square Within determines the statistical 

significance of the difference. 

3.9. Hyper-Parameter Setting 

The classification model utilized a deep learning algorithm 

known as Long Short-Term Memory (LSTM). Three 

models will be compared in this research, namely LSTM, 

LSTM using PSO, and LSTM using SSA. To ensure a fair 

comparison between three model, the hyperparameter for 

each mode will be adjust accordingly. Table 7 shower the 

hyperparameter setting for each model based on 

corresponding algorithm 

Table 7. Hyperparameter settings 

Algorithm Parameters Values 

LSTM LSTM Unit optimized by 

swarm 

dropout 0.2 

Reccurent dropout 0.2 

Dense activitaion Sigmoid 

optimizer adam 

lb 16 

up 256 

PSO Swarm Size, max 

itter 

15, 50 

SSA num_salps, 

max_iter 

15,50 

 

In Table 1, the LSTM unit will be optimized by PSO and 

SSA in order to identify the optimal LSTM unit for the 

model. In the search for the optimal unit, the upper limit is 

set at 256, while the lower limit is fixed at 16. In the case of 

the LSTM model, the initial LSTM unit to be employed will 

be 256. The model will then proceed to compare the 

performance of the algorithm in the LSTM unit, in terms of 

accuracy, loss, and execution time. 

4. Result and discussion 

4.1. LSTM Optimized using PSO and SSA  

The text classification process employs two distinct 

methodologies: text classification utilising conventional 

LSTMs and text classification employing LSTMs optimised 

with swarm intelligence-based feature optimisation. In order 

to provide a more accurate comparison of the models, the 

researcher employs a number of metrics, including the 

number of LSTM units used for classification during data 

training, accuracy as a measure of the model's predictive 

accuracy on data not used for training, loss as a measure of 

the model's experience of loss during data prediction, and 

time execution as a measure of the model's completion time. 

Table 8. Comparison of sentiment classification model 
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Model 
LSTM 

Unit 

Accuracy 

(%) 
Test Loss 

Training 

time 

LSTM 256 86.92 45.37 13.363725 

PSO-

LSTM 
108 87.43 41.29 12.933906 

SSA-

LSTM 
50 86.41 42.04 11.37750 

 

Based on the results of testing and evaluation conducted in 

the research, the accuracy, loss, and execution time of the 

model were found as follows: LSTM algorithm produces 

86.92% accuracy, 45.37% loss, and 13.36 seconds 

execution time. PSO-LSTM algorithm produces 87.43% 

accuracy, 41.29% loss, and 12.93 seconds execution time.  

SSA-LSTM algorithm produces 86.41% accuracy, 42.04% 

loss, and 11.37 seconds execution time. These results show 

that in the implementation of LSTM for number 

of_lstm_unit optimisation using PSO and SSA swarm 

intelligence algorithms, the PSO-LSTM algorithm is the 

best among the three model performance results. This is 

because the PSO-LSTM algorithm gets an increase in 

accuracy of 87.43% and reduces the loss to the lowest level 

at 41.29% with an average execution time of 12.93 seconds. 

The PSO-LSTM algorithm managed to increase the 

accuracy by 0.51%, reduce the loss by 4.08%, and speed up 

the execution time by 0.43 milliseconds which makes this 

algorithm has the best performance among other models. 

From the training of the PSO-LSTM model, the accuracy 

and loss graphs can be seen in Figure 2. From the 

visualisation of the accuracy graph, it can be seen that the 

training accuracy curve (blue) shows a steady increase as 

the number of training epochs increases. However, there are 

larger fluctuations in the validation accuracy curve in the 

final stage of training, indicating the possibility of 

overfitting in the PSO-LSTM model. Meanwhile, on the 

loss graph, the training loss curve (blue) shows a consistent 

decrease, indicating an attempt to minimise the loss. 

However, the validation loss curve shows a decreasing trend 

up to a point, but starts to increase again, indicating 

overfitting of the model. 

 

 

 

 

 

 

 

Fig 2. Model Accuracy and loss using PSO-LSTM 

algorithm 

Figure 3. is the result of the confusion matrix, which shows 

the performance of the LSTM model optimised to find the 

best number of LSTM units using Particle Swarm 

Optimization? The PSO-LSTM model successfully 

classifies the cyberbullying sentences into 2 conditions, 

positive and negative. The PSO-LSTM model successfully 

predicted 222 words as negative sentences, but the model 

made an error by predicting 14 sentences as positive. For the 

positive condition, the model successfully predicted 119 

sentences as positive sentences. However, there is a 

prediction error of 35 sentences predicted as negative. To 

prove that the PSO-LSTM model is the best model, a 

statistical test will be carried out to help ensure that the data 

results do not appear by chance and are not biased and there 

is a significance of the model created. 

4.2. Statitiscal test 

Statistical tests will be conducted using Shapiro and Anova. 

Shapiro test will be used to test the normality of the model 

and t-test is used to test the significance between models. 

Table 9. 4 shows the results of the Shapiro test and anova 

test for LSTM, PSO-LSTM, SSA-LSTM. 

 

 

Fig 3. Confusion Matrix of LSTM using PSO-LSTM 

Algorithm 

Table 9. Statitiscal test result using shapiro wilk and anova 

Statiscal 

Test 

LSTM Optimizer 

LSTM PSO-LSTM SSA-LSTM 

Shapiro- Stat = 0.8516, Stat =0.8396, Stat = 0.8225, 
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Wilk P=0.8516 P=0.1861 P=0.0271 

Anova There are significant differences (stat=4.155, 

p=0.043) 

 

The Shapiro LSTM results show a statistical value of 0.8516 

and a p-value of 0.0607 which indicates that the data is quite 

similar to the normal distribution and does not save from 

normality. Shapiro PSO-LSTM results show a statistical 

value of 0.8396 and a p-value of 0.1861 which indicates that 

the data is quite similar to normal distributions and does not 

save from normality. Figure 4. Shows the Shapiro test 

results for LSTM, PSO-LSTM, SSA-LSTM. SSA-LSTM 

shapiro results show a statistical value of 0.8225 and p-value 

of 0.0271 which indicates that the data is quite similar to 

normal distribution and does not save from normality. The 

results of the ANOVA test show that there is a significance 

of the compared models, the F statistic value is 4.155 and 

the p-value is 0.043, which indicates that the PSO-optimised 

LSTM model (PSO-LSTM) is proven to improve accuracy 

compared to the conventional LSTM model and compared 

to the SSA-LSTM model in data related to Indonesian 

cyberbullying. 

4.3. Data repository and cyberbullying classification 

4.3.1. Database 

Figure 3 is Entity Relationship Diagram (ERD) that contains 

the structure of the user table that holds user data and 

credentials. This table will hold the primarykey user id of 

the user, user name, user password, and role which will be 

identified by numbers to define the user's role, as well as to 

set the feature restrictions of the user. This table is an 

important table because it is needed by other tables in the 

operation of the application such as login and signup, the 

user table is also used to distinguish the role of user and 

admin in the application website. Another table in the ERD 

is datasets table which holds all information and dataset files 

uploaded by the user. This table will store the primarykey 

dataset_id which will store the id of each uploaded dataset, 

user_id foreign key which will store the user id that uploads 

the dataset, dataset_name, dataset_desc, dataset_uploadate, 

dataset_keyword dataset_upload, status which identifies the 

status of the uploaded dataset whether pending approve or 

reject. Website ERD can be seen on Figure 4.  

 

 

 

 

 

Fig 4. ERD Website 

4.3.2. Website 

The system created is a website repository system to create 

a database to store data related to cyberbullying which 

allows users to download and upload from the E-repository. 

The system also allows the admin to review the dataset 

before the data is uploaded to the user.  The first website 

prototype that will be build is from the user side. Figure 5 is 

showing display of the user home page when the user first 

opens the e-repository website such as displays information 

and the purpose of creating a website, displays a search bar 

to perform a search based on the user's input. The home page 

also acts as a preview page to show a list of the records 

contained in the site. Each card will display the title, initial 

description of the dataset, and email of the dataset owner. If 

the user wants to see a more detailed page, the user can press 

the card to move to the dataset detail page. 

 

Fig 5. Home Page of the website 

 

Figure 6 is displaying user interface when user want to login 

or register. Upon accessing the register page via the 

navigation bar, users are presented with a series of input 

forms that must be completed in order to register. These 

include fields for user identity, such as name, email address, 

and password. All of these fields must be populated by the 

user. Once all the required information has been entered, the 

register button becomes active, allowing the user to proceed 

with the registration process. Once an account has been 

registered, the user can log in by entering their email address 

and password. These details are checked against the user 

database to ensure they are valid. 

Figure 7. is displaying the user interface when user pressed 

one of the dataset cards either on the home page or the user 

upload dashboardon this page the information displayed on 

the dataset in more detail. Users can see the title, the date 
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the dataset was uploaded, the user who uploaded it, the 

database search keywords, and a preview of the first 10 

columns of the dataset. Users who can download the dataset 

are users who have logged into the website by pressing the 

download button at the bottom right. 

 

Fig 6. page login and register  

 

Fig 7. Detailed Dataset of the Website 

 

Logged in users can access the upload page as shown in 

Figure 8. On this page the user can fill in all the information 

fields about the dataset to be uploaded, such as Title, Dataset 

Description which contains information about the dataset 

the user is uploading, Keyword to extract data from the 

dataset and finally the user needs to upload the .CSV dataset 

file in the Upload file column. Once all the information 

fields have been filled in, the Upload button at the bottom 

will be active and the user can press the button to upload all 

the information to the database. If the user presses the button 

and the upload is successful, a popup warning will appear 

informing the user that the data has been successfully 

uploaded. However, even though the dataset has been 

uploaded, the data will not appear on the dataset homepage 

immediately. This is because any dataset uploaded by the 

user must first be reviewed by the administrator. Data that 

has been uploaded by the user can be viewed on the user 

dashboard page along with the status of the data. 

 

Fig 8. Upload Dataset Page 

 

Figure 9 shows the user page when the Dashboard page is 

opened. On this page the user can see a list of datasets that 

the user has uploaded to the website and the status of the 

uploaded dataset. The status of the dataset has 3 states, 

namely Pending, Approved and Rejected, as shown in the 

figure. When a dataset is uploaded to the website, it is given 

a pending status, which means that the dataset has not been 

or is still awaiting the review stage by the website 

administrator, approved, which means that the dataset has 

been approved by the administrator, and rejected, which 

means that the dataset has not been approved by the 

administrator. 

 

Fig 9. Dashboard user 

Figure 10 presents a cyberbullying detection page that users 

can access and utilise even in the absence of a login to the 

website. This page comprises a text field where the user can 

enter the text that they wish to be classified as 

cyberbullying. Upon submission, the system, connected via 

API with the machine learning model that has been 

constructed previously, will detect the text and identify 

whether the text contains cyberbullying or not. In the event 

that the text in question is deemed to contain cyberbullying, 

a text will appear which provides information as to the 

likelihood of the text in question containing cyberbullying. 

 

Fig 10. Upload of the Website 

The next in contrast to the user account, the administrator 

account does not have its own dedicated account creation 

process. Instead, administrator accounts are created and 

entered directly into the database by intervening in the 

database. Furthermore, if the administrator role has been 

verified when logging in, the administrator view will be 

redirected to the administrator page. 
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Figure 11 illustrates the administrative dashboard, which 

can be accessed by pressing the button on the navigation bar. 

The dashboard displays a list of datasets uploaded by the 

user to the website. On this page, the administrator can edit 

the dataset by selecting the relevant card to preview the 

uploaded data and approve or reject the dataset on the card 

home dashboard page. Upon approval by the administrator, 

the status of the dataset is changed to "approved." This 

action renders the data visible to other users, who may then 

preview and download it. 

 

Fig 11. Dashboard Admin 

 

4.3.3. Indonesian language cyberbullying detection 

testing 

The subsequent stage of the study will involve the 

implementation of a web-based application, as depicted in 

Figure 4., for the purpose of detecting instances of 

cyberbullying. The application will be tested using a series 

of newly generated text samples, which have been compiled 

based on keywords that are commonly associated with 

cyberbullying on the Twitter social media platform. The 

Cyberbullying Prediction Testing can be seen in table 4. On 

the table only 5 of the 10 sample that been tested shown on 

table 10. 

Table 10. (5) out of (10) Cyberbullying Prediction Testing 

samples 

Sample Target Predicted 

Mukanya kek pemeran yg 

dilawan karate kids, anjing lu 

Positive positive 

keliatan jelas kalo wasit 

bayaran anjrit berat sebelah 

Positive positive 

Tapi secara permainan kita 

memang masih dibawah uzbek 

bro. Kecepatan dan skill juga 

kita masih di bawah uzbek. 

Negative Negative 

BANGSATTTT gw trauma 

ANJING DENGERIN LAGU 

LEWAT HEADPHONE NYA 

BASEUSSSS ANJGG 

Positive Negative 

lu tuh lebih bangsat dari pada 

gua 

Negative Positive 

 

In the case of cyberbullying detection testing based on 10 

sample data points extracted from Twitter, the results 

indicate that there are four instances of correct identification 

of positive targets, while there are four instances of incorrect 

identification of positive targets. Additionally, there are two 

instances of misclassification, with positive cyberbullying 

being identified as negative and negative cyberbullying 

being identified as positive. The statistical test results of 

data sampling from Twitter/X conducted by researchers 

indicate that the accuracy score of the model is 80%. 

4.3.4.  Blackbox Testing E-Repository 

The results of user acceptance testing for the development 

of the E-Repository from both user and admin roles 

demonstrate that all features related to the E-Repository 

have been successfully implemented in accordance with the 

expected results. Consequently, all features on the website 

system for the user and admin side have been tested and 

declared successful in passing UAT. Result of Blackbox 

testing can be seen in Table 11. 

Table 11. Blackbox testing result 

Feature User 1 User 2 

Home Page Pass Pass 

Login Register Page Pass Pass 

Detailed dataset Pass Pass 

Upload dataset Pass Pass 

User dashboard Pass Pass 

Cyberbullying Detection Pass Pass 

Admin dashboard Pass  

5. Discussion 

The results of testing and evaluation of all models indicate 

that the application of LSTM unit optimisation with feature 

selection based on swarm intelligence can enhance the 

performance of the conventional LSTM algorithm. This 

improvement is evident in the results of the three algorithms 

in terms of accuracy, loss, and execution time. The LSTM 

algorithm achieved an accuracy of 86.92%, a loss of 

45.37%, and an execution time of 13.36 seconds. The PSO-

LSTM algorithm produced an accuracy of 87.43%, a loss of 

41.29%, and an execution time of 12.93 seconds.  The SSA-

LSTM algorithm achieved an accuracy of 86.41%, a loss of 

42.04%, and an execution time of 11.37 seconds. These 

results demonstrate that the PSO-LSTM algorithm exhibited 

superior performance in terms of accuracy, loss, and 

execution time compared to the conventional LSTM and 

SSA-LSTM algorithms in classifying cyberbullying on 

Twitter social media.  

Nevertheless, this study also revealed that the three models 

exhibited a proclivity towards overfitting in both accuracy 

and loss results, as evidenced by the accuracy and loss 
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graphs of the models.  Table presents a compartive study 

across different research methodologies using accuracy 

measurement statistics in cyberullying detection in 

indonesian langguage. A. Muzakir, H. Syaputra, and F. 

Panjaitan [11] achived an accuracy of 76% using SVM, I. 

A. Asqolani and E. B. Setiawan [12] achieved an accuracy 

of 79.48% using hybrid LSTM-CNN. In Comparison, the 

proposed approach utilizing LSTM optimized by Particle 

Swarm Optimization outperform these previous researches 

with an accuracy of 87.43%. Table 12 provides a succinct 

overview of the efficacy of the proposed methodology in 

attaining a superior degree of accuracy in comparison to the 

referenced studies. 

Table 12. comparison with previous research works 

Judul Algoritma Hasil 

Akurasi 

Proposed Method PSO-LSTM 87.43% 

A. Muzakir, H. 

Syaputra, and F. 

Panjaitan [11] 

SVM 76% 

I. A. Asqolani and 

E. B. Setiawan [12] 
LSTM-CNN 79.48% 

 

6. Conclussion 

The objective of enchance cyberbullying detectionby 

utilising 2000 data extracted from Indonesian Twitter. 

These data were derived from various Twitter threads, each 

containing one of the following keywords: "bajingan, 

anjing, tai, jablay, and goblok". This research project is 

concerned with the development of LSTM models that have 

optimised with Particle Swarm Optimization (PSO) and 

Salp Swarm Algorithm (SSA) to reduce number of lstm unit 

from 256 to 108 (PSO) and 50 (SSA). The performance of 

each model is evaluated based on three key metrics: 

accuracy, loss, and execution time. The results of the testing 

and evaluation conducted in the study are as follows: The 

LSTM algorithm achieved an accuracy of 86.92%, a loss of 

45.37%, and an execution time of 13.36 seconds. The PSO-

LSTM algorithm attained an accuracy of 87.43%, a loss of 

41.29%, and an execution time of 12.93 seconds.  The SSA-

LSTM algorithm achieved 86.41% accuracy, 42.04% loss, 

and 11.37 seconds execution time. These results 

demonstrate that in the implementation of LSTM for 

number_of_lstm_unit optimisation using PSO and SSA 

swarm intelligence algorithms, the PSO-LSTM algorithm 

outperforms the other two models in terms of performance. 

This is due to the fact that the PSO-LSTM algorithm 

exhibits an 87.43% increase in accuracy and a reduction in 

loss to its lowest level at 41.29% with an average execution 

time of 12.93 seconds. The PSO-LSTM algorithm 

demonstrated an increase in accuracy of 0.51%, a reduction 

in loss of 4.08%, and a speedup in execution time of 0.43 

milliseconds. These results indicate that this algorithm has 

the best performance among other models. 

From the algorithm performance results, this research has 

also designed a prototype implementation of the best PSO-

LSTM modelling results to predict and classify cyberbulling 

text from platform x or twitter social media. In integrating 

the model into the prototype, the flask framework is used in 

developing web application pages on the E-Repository 

website based on the trained model that can perform 

classification based on input text from users who use the 

website. Users can enter text data in the column and the 

algorithm will classify whether the text contains 

cyberbullying or not based on the PSO-LSTM optimisation 

algorithm that has been developed. The cyberbullying 

classification prototype has the potential to classify 

cyberbullying on twitter social media. 

The final result of the research successfully produced a 

prototype E-repository website that focuses as a research 

database that can be accessed by users and admins. The 

website is designed based on research needs as a database 

allowing users to download datasets, upload datasets, 

preview datasets, and classify cyberbullying with user input 

which is the implementation of deep learning models in 

research. In addition to this, in terms of the admin role, it 

succeeded in implementing dataset review as a security for 

user uploads that must pass admin review before the dataset 

is released to the user.  This research limitation includes 

optimizing LSTM model hyperparameter using LSTM unit 

using swarm intelligence particle swarm optimization and 

salp swarm alogirthm using Indonesia tweets focusing on 

cyberbullying keywords and several twitter thread and has 

labeled and confirmed by expert.  

6.1. Future Work 

In order to enhance the efficacy of the cyberbullying 

classification system for future research, it is recommended 

that more comprehensive data scraping be conducted with a 

broader range of datasets, thereby enabling the system to 

identify a more diverse array of data. The subsequent crucial 

step is to prevent overfitting by implementing regularisation 

techniques such as dropout and L1 and L2 penalties, in 

addition to augmenting the model with supplementary 

parameters and LSTM layers to enhance its complexity. 

Furthermore, the utilisation of a wider range of swarm 

intelligence optimisation techniques, such as Grey Wolf 

Optimisation, Ant Lion Optimisation, and Social Spider 

Algorithm, in conjunction with an increasing swarm size, 

can assist in enhancing the optimisation capabilities. 

Finally, the development of an interactive website 

application that can be accessed in real time and supports 

real-time detection of diverse datasets will considerably 

strengthen the practical applicability of this system. 
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