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Abstract:High-utility mining techniques play a significant role in effectively finding the high utility itemsets (HUIs). These 

techniques aim to find the HUIs based on threshold values of minimum utility. Real-time applications, such as dynamic retail 

store transactions, continuous web data stream, and item updates in sensor network databases, need dynamic HUI mining 

techniques. Recently, an incremental mining-based high utility itemset (IM-HUM) was developed to handle the dynamic 

itemsets in the HUI mining process using incremental schedulers. It was primarily focused on processing HUI based on time 

frame schedulers rather than considering the amounts or size of items processed during the particular scheduler. It becomes 

tedious when a reasonable number of items cannot be processed in the prescribed schedule. For this reason, in the proposed 

work, the reasonable number of items in the data stream is defined by fixing the size of the batch of items instead of 

considering schedulers. The proposed data stream high utility miner is implemented using a batch model, say  (DS-HUI-

BM). It is superior to other state-of-the-art HUI mining techniques for both sparse and dense datasets, and the same is 

illustrated in the experimental section.  
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1. Introduction 

An essential data mining capability to define relationships 

between sets of items is called association mining [1]. In 

order to enhance strategies for marketing, sets of items 

that are either often used or attractive to customers are 

determined dependent on their associations. In order to 

find strong association rules, the mining method considers 

the frequency of item sets. Within the context of support 

and confidence, conventional association methods, such 

as FP-growth [2] and Apriori [3], are helpful for this data 

extraction approach. In order to do a market analysis, 

these methods would first identify the most in-demand 

products, defined as items that customers buy often or 

groups of products that consumers buy often. In particular 

situations, marketing applications may not require item 

sets with a specific frequency. Best practices for market 

enhancements should consider both the frequency and the 

profit (or usefulness) of the items or products. In the past 

few years, utility-based mining has led association mining 

research. When determining which sets of items were 

most helpful, these methods took two crucial elements 

into account: frequency and profit. These collections of 

items are commonly referred to as high-utility item sets 

(HUIs) [4]. Mining algorithms such as UP-Growth [5], 

HUI-Miner [6], and FHM (fastest high utility item set 

miner) may effectively extract high utility item sets based 

on analysis of item sets' utility and frequency. Instead of 

utilizing a support-confidence paradigm, the HUI Miner 

and the FHM depend on a utility-confidence schema [7]. 

These tools evaluate how the set of associated rules affects 

business profitability and the frequency of item sets. The 

first step of HUI Miner is to calculate utility lists, which 

are collections of item values. 

Processing execution time can be improved by 

minimizing the search space using heuristic information 

from HUI Miner [8]. Before building a tree based on 

utility patterns (UP), another technique called UP-Growth 

calculates transaction utility (TU) and weighted 

transaction utility (TWU) [9]. A UP tree describes the final 

product. Finding groupings of items with high utility is 

made easy by using UP-tree. In order to extract high utility 

itemsets from candidate itemsets, the UPgrowth method 

employs a data structure known as a utility pattern tree. 

The implementation of utility lists, which comprised a 

group of objects with high utility, gave rise to the notion 

of FHM [9]. While it may not work well for dynamic 

databases, it is quicker at extracting collections of items 

with high utility. Extracting HUIs from dynamic databases 

is necessary for real-time applications. Fixing the 

schedulers in IM-HUI overcomes the dynamic updating 

problem for data stream databases. However, it was 

recognized as an effortless technique with an incremental 

schedule instead of considering the size of the items. At 

some scheduled times, there is a chance to get a smaller 
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number of items to get zero HUIs. Such cases impose less 

efficient HUI mining for the data stream databases. The 

proposed work is more attentive to addressing the HUIs 

extraction problem over the dynamic stream or 

incremental databases with the idea of the batch model. 

Real-time datasets are processed incrementally in the 

experimental section to analyze the performance of the 

proposed DS-HUI-BM method and for the comparative 

study. Highlights of the proposed work are summarized as 

follows: 

1. Construct the specific utility data structure (uds) 

to extract HUI over the dynamic data stream. The 

'uds' will support adding or removing batches. 

2. An efficient mining method, DS-HUI-BM, was 

developed to use the utility data structure (uds) 

underlying the assumed batch model. 

3. Experimental demonstrations are conducted to 

illustrate the efficacy of the proposed DS-HUI-

BM model and comparative analysis with 

existing mining techniques.  

2. Background Study Of The Work 

Association rule mining is driven mainly by market-

basket analysis, its primary motive. Mining for frequent 

itemsets [10] is an essential part of association mining 

since it allows for extracting frequent patterns or sets of 

items. Within most real-world applications, some items 

are found with high quantities (or frequency) yet low 

profit from investment. These items may not be interesting 

for the sake of market study. In order to keep the enormous 

quantity of items and obtain a poor profit with those items, 

the reason is to raise the investment in those items. The 

objective of the market strategy is to bring about a rise in 

the profit of the itemset and to guarantee that the itemset 

will be frequent and profitable. FIM-related algorithms 

are advantageous in this scenario, particularly for 

identifying the itemset that yields the most profits. These 

days, utility-based mining [11], [12] is a new activity that 

is being developed to extract the worth of an object, which 

may be helpful for HUI-based applications that are used 

in real life. With utility-based mining [13], one of the 

ultimate goals is to evaluate an object's vital information, 

including its usefulness and frequency. Utility is often 

used to allude to either profit or the number of units of the 

thing. It is possible to ascertain the frequency of an itemset 

by utilizing the amount of information inside the itemset. 

During the process of mining high-utility itemsets, low-

utility stuff is not taken into consideration. Only during 

the generating process of high utility itemset mining is it 

discovered that the utility of the itemset should be met 

with the minimal utility threshold value. It is the only way 

that it can be discovered. 

In the realm of research, mining high-utility item sets 

encompasses a wide variety of subjects; several 

algorithms are making progress in order extracting high-

utility item sets. Some proposed algorithms, like UP-

Growth, UP-Growth+, and HUI Miner, can do high-utility 

itemset mining effectively. Both UP-Growth and UP-

Growth+ utilized the feature of transaction-weighted 

downward closure [14], [15] to extract HUIs through a 

two-step process. The first phase involves the generation 

of potential HUIs by overestimating utility values. In the 

second stage, the HUIs are determined based on the 

outcomes of the previous first step. These methods 

produce an enormous number of candidate HUIs [16], 

which increases the amount of processing time and 

memory required for the HUI identification process. As a 

result of the low utility threshold value, the performance 

of these two algorithms is significantly diminished. 

Extracting HUIs from the database requires them to scan 

the database several times. Through the construction of 

the utility list data structure, HUI Miner was able to 

accomplish this task.  

The item or item's utility factor may be determined using 

this data structure, eliminating the need to scan the 

database repeatedly. In order to efficiently prune the 

search space, the tight upper bound of utility is defined as 

supersets containing the search space. However, excessive 

HUIs are still needed for some large data mining 

applications. The search space is home to many HUIs that 

demand significant processing time and memory usage. 

EFIM [17] and FHM [18] are two examples of HUIs 

extraction methods that use the tree data structure. Both of 

these methods fall under the latter group. In order to 

enhance the speed at which the join operation of the 

produced utility lists is performed, the revised successive 

algorithms mHUIMiner [19] and ULB Miner [20] 

suggested an effective data structure for the needed utility 

construction.  

The mathematical formalism was an extension of basic 

Apriori and FP-Growth expansion concepts. When it 

comes to market analysis, the idea of HUI mining is the 

one that is suggested the most for improving earnings or 

smoothly reaching profit margins. The present state of the 

art indicates that the HUI mining algorithms are produced 

in two classes: algorithms that rely on creating candidates 

and other groups of algorithms that do not rely on 

candidate generations [22]. Both of these classifications 

are based on the current state of the art. Both of these are 

designed to be divided into two groups: Group A, which 

depends on the development of candidates, and Group B, 

which does not need the generation of candidates. The 

attribute of Transaction-Weighted-Downward, which was 

addressed previously in the same section, is adopted by 

the algorithms that belong to Group A. HUI Miner, HUP 

Miner, FHM, and EFIM are the algorithms that belong to 

Group B. These algorithms are responsible for 

discovering the HUIs without the production of 
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candidates. The HUI Miner method is the first algorithm 

in Group B that can detect HUIs without the requirement 

for candidate creation and repeated database scans. As a 

result, it is a more effective algorithm for extracting HUIs 

than the techniques used in Group A. In order to provide 

utility information for the goods, a specific data structure 

was used, which was identified as a utility list. Doing a 

single database scan to generate a utility list is sufficient. 

It is accomplished by conducting join operations on utility 

lists of items, which generates other item sets. 

Furthermore, the overall time and memory efficiency for 

big transactional datasets is worsened since HUI Miner 

requires costly joint operations to resort to utility items 

with smaller item sets. This is the case for large datasets 

that contain many transactions. These HUI mining 

algorithms must be refined to handle the data stream kinds 

of transactional databases and efficiently extract HUIs. 

The proposed algorithm DS-HUI-BM describes the 

solutions well-explained in the following section. 

3. Proposed Data Stream High Utility Itemset Using 

Batch Model (DS-HUI-BM) 

Finding the utility of an item or itemset is the pre-

determined step, and it can be computed by the 

composition (or multiplication) of the frequency of an 

item and the corresponding profit. It shows in Eqn. (1) The 

utility of an itemset in a particular transaction (T) is 

computed as per the following Eqn. (2). 

utility(item, T) = frequencyitem ∗ profititem                                                      

(1) 

utility(itemset, T) = ∑ frequencyitem ∗item∈itemset

profititem  (2) 

Based on the minimum utility requirements (taking the 

threshold value, min_util), filter out (or mine) the high 

utility itemsets. Eqn. (3) and (4) show the computation of 

transaction utility, TU, and transaction-weighted utility 

(TWU) 

Transaction Utility (TU) = ∑ utility(item, T)item ∈T                        

(3) 

Transaction Weighted Utility (TWU) =

∑ TU(T)item ∈T and T∈Database                 (4) 

 

The extraction high TWU is derived based on the 

satisfaction of the item's TWU with min_util 

Our proposed method's main focus is to derive the best -

k-high utility itemset from the transactional data stream 

databases. In the real-time social application, the 

transactions are updated continuously in such data stream 

databases. A batch with a fixed-size model is proposed for 

processing continuous transactions. Each batch defines a 

fixed number of transactions. Fixed-size batch batch_size 

is defined as a constant number of transactions processing 

in particular time frames. A single batch frame is 

considered for the experimental work in the 

implementation.  

Table 1: Batch Wise Data Stream Transaction Table 

Batches 
Trans. 

No. 

Frequency of 

Items in the 

Transaction 

Transaction 

Utility (TU) 

Batch1 

TID1 (IA-1), (IC-1), 

(ID-1) 

8 

TID2 (IA-2), (IC-6), 

(IE-2), (IG-5) 

27 

Batch2 

TID3 (IA-1), (IB-2), 

(IC-1), (ID-6), 

(IE-1), (IF-5) 

50 

TID4 (IA-1), (IB-4), 

(IC-3), (ID-3), 

(IE-2) 

28 

Batch3 

TID5 (IA-1), (IB-2), 

(IC-2), (IE-1), 

(IG-2) 

16 

TID6 (IB-2), (IC-2), 

(IE-1), (IG-2) 

11 

 

Table 2: Utility (or Profit) Table of Items 

Transaction 

Item 

IA IB IC ID IE IF IG 

Utility 

Value 

5 2 1 2 3 5 1 

Table 3: TWU values in the First Sequence of Batch 1 

and Batch 2 and in another sequence of Batch 2 and 

Batch 3 (here max batches should be 2) 

Transaction 

Item 

TWU in the 

First Sequence 

of Two Batches- 

B1 & B2 

TWU in the 

Second Sequence 

of Batches– B2 & 

B3 

IA 113 94 

IB 78 105 

IC 113 105 

ID 86 78 

IE 105 105 

IF 50 50 

IG 27 27 
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Table 4: uds data structure for 1-itemset iutil and rutil 

values of items in the First Sequence of Batch 1 and 

Batch 2 and in another sequence of Batch 2 and Batch 3 

(here max batches should be 2) 

Transa

ction 

and 

Batch 

iutil and rutil 

values in the 

First Sequence 

of Two 

Batches- B1 & 

B2 

iutil and rutil 

values in the 

Second Sequence 

of Two Batches – 

B2 & B3 

TID1 

in 

Batch1 

iutil 

rutil 

iutil 

rutil 

TID 2 

in 

Batch1 

5 

(1*5) 

{IA, 

IC} 

1(1*1) - - 

TID3 

in 

Batch2 

& 

Batch2 

10 

(2*5) 

{IA, 

IC} 

6(6*1) - - 

TID4 

in 

Batch2 

& 

Batch3  

5(1*5

) {IA, 

IC} 

1(1*1) 5*1{I

A, 

IB,IC

,IE} 

2*2+ 

1*1+1*3

=8 

 5 3(3*1) 5*1{I

A,IB,

IC,IE

} 

4*2+3*1

+2*3=17 

 

For every arrival of the new batch, the existing batch 

should be eliminated from batch processing. For every 

new arrival of a batch of transactions, the top HUIs are 

updated dynamically to address the problem of HUIs 

extraction in the transactional data stream databases. The 

algorithm descriptions as follows: 

Algorithm DS-HUI-BM 

Input: batch_size [ ], uds (utility data structure), Bti, DT, 

UT 

// where batch_size[ ] refers to the number of transactions 

to be processed in which batch_size[0] is the number of 

transactions in first batch, batch_size[1] is the number of  

transactions in second batch,…. so on,  

// uds is the utility data structure 

// Bti is the batch number ‘i' 

// DT is the data stream transaction table 

// UT is the utility (or profit) table. 

Methodology:  

1. Finds the transaction utility using the Eqn. (3) 

and stores the values in the transaction utility 

table (TUT) 

2. Define the batch model with the array values of 

batch_size[ ] 

3. bn=count(batch_size) 

4. Set i=0 

5. while (i<bn) 

a. b_value=batch_size[i] 

b. Read the transaction numbers and store the 

transaction numbers into the set ‘Bti’ // here; 

the number of reading transactions should 

be b_value 

c. Find the TWU for the transactions of Bti 

and order the items for the transactions of 

Bti  

d. Construct the ‘uds’ data structures by 

computing the initial and rutile values for 

the specified batches of transactions.  

e. Update the uds for the itemset size from 2,3,  

….. until to get the no supersets of items 

f. Eliminate the super itemsets whose 

(iutil+rutil) value should be less than the 

threshold value of min_util 

6. Derive the HUIs after eliminating the itemsets 

based on the sum of utility values in the ‘uds’ for 

the batches of transactions.  

In this algorithm, the construction of uds is essential for 

the HUIs extraction. The summary of uds consists of 

transaction number, iutil, and rtutil values. In the first step, 

it is required to describe the recognized transaction that 

consists of ordering items in ascending order according to 

the TWU values for the specified batch of transactions. 

The iutil denotes the profit or utility of items in the 

described recognized transaction. Another critical 

parameter is rutil, and it denotes the remaining part of the 

utilities of the item in the recognized transaction. Tables 1 

to 4 illustrate the proposed algorithm with the 

corresponding example. It shows the dynamic upgrading 

of uds data structure using the batch model. Here, three 

batches are considered, which allows the maximum 

number of batches at a time is 2. Dynamic updating of uds 

is performed to compute the sum of {iutil, rutil}, and it 

should be satisfied with a given minimum utility threshold 

value. Table 4 shows the iutil and rutil values for the 

different transactions in the batch model. Based on the 

satisfaction of the minimum utility threshold value, the 1-

itemset high utility itemsets are extracted in the 

corresponding transaction of batch model execution. The 

high utility itemsets are extracted using the constructed 
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novel data structure is uds. The 'uds' data structure is 

created for the 2-itemsets and 3-itemsets….until the null 

supersets are found. These ads list values give the util and 

retail values for the various itemsets that are useful for 

describing the high utility itemsets.  

4. Experimental And Comparative Analysis 

The experiments are carried out using the system 

configurations of the i7 processor, 16GB RAM, and the 

JDK. Three real-time datasets are taken: retail, foodmart, 

and bms and collected from the repository of [23]. Three 

existing methods, namely FHM, HUI  Miner, EFIM, and 

our proposed method, DS-HUI-BM, are experimented 

with using the retail, foodmart, and bms datasets 

Table 5. Computational Time and Memory Analysis of 

the Proposed and Existing Methods 

HUI 

Mining 

Metho

d 

Min

_Uti

lity 

Valu

e 

Runti

me in 

milli 

Second

s(ms) 

Memor

y 

Requir

ement 

in MB 

High 

Utility 

Itemse

ts 

Count 

Memory 

Requireme

nt in MB 

High 

Utility 

Itemsets 

Count 

Retail 

FHM 1000

00 

1483 

ms 
575.666 

22 

HUI 

Miner 

1000

00 

879 ms 
398.637 

22 

EFIM 1000

00 

1240 

ms 
297.137 

22 

DS-

HUI-

BM 

1000

00 

700 ms 

85.7156 

22 

     

FHM 2000

00 

997 ms 
102.866 

9 

HUIMI

ner 

2000

00 

670 ms 
313.736 

9 

EFIM 2000

00 

1211 

ms 
198.161 

9 

DS-

HUI-

BM 

2000

00 

539 ms 

26.8237 

9 

     

FHM 3000

00 

917 ms 
145.076 

2 

HUIMI

ner 

3000

00 

1064 

ms 
185.689 

2 

EFIM 3000

00 

994 ms 
89.1134 

2 

DS-

HUI-

BM 

3000

00 

755 ms 

62.3692 

2 

Foodmart 

FHM 1000

0 

324 ms 26.9418945

3125  

428 

HUIMI

ner 

1000

0 

789 ms 21.0657119

75097656 

428 

EFIM 1000

0 

624 ms 25.4899978

6376953 

428 

DS-

HUI-

BM 

1000

0 

145 ms 16.4323043

8232422  

428 

     

FHM 1500

0 

219 ms 32.1838607

78808594 

89 

HUIMI

ner 

1500

0 

587 ms 47.8653564

453125 

89 

EFIM 1500

0 

482 ms 18.4511642

4560547 

89 

DS-

HUI-

BM 

1500

0 

86 ms 15.4505996

70410156  

89 

     

FHM 2000

0 

183 ms 48.9040451

0498047 

MB 

12 

HUIMI

ner 

2000

0 

584 ms 61.8460617

0654297 

MB 

12 

EFIM 2000

0 

331 ms 24.0993881

22558594 

12 
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DS-

HUI-

BM 

2000

0 

70 ms 17.2105712

890625 MB 

12 

BMS 

FHM 250000

0 

745 

ms 

75.978515625  5 

HUIMIn

er 

250000

0 

1240 

ms 

68.8626708984 5 

EFIM 250000

0 

1314 

ms 

43.501953125 5 

DS-

HUI-

BM 

250000

0 

340 

ms 

34.940353393 5 

     

FHM 300000

0 

215 

ms 

78.1288604736328

1 MB 

3 

HUIMIn

er 

300000

0 

293 

ms 

58.5097274780273 3 

EFIM 300000

0 

458 

ms 

49.0002059936523

44 

3 

DS-

HUI-

BM 

300000

0 

181m

s 

22.5547714233398

4 

3 

     

FHM 320000

0 

327 

ms 

108.094024658203

12 

2 

HUIMIn

er 

320000

0 

215 

ms 

70.2951354980468

75 

2 

EFIM 320000

0 

274 

ms 

52.7722320556640

6 

2 

DS-

HUI-

BM 

320000

0 

195 

ms 

32 2 

 

The comparative analysis of HUI mining methods is 

shown in Fig. 1 and Fig. 2 to illustrate the efficiency 

concerning the parameters of memory and computational 

time analysis, respectively.  

 

Fig. 1 Memory Comparative Analysis of HUI Mining 

Methods Using the Retail Datasets 

 

Fig. 2 Computational Time Comparative Analysis of 

HUI Mining Methods Using the Retail Datasets 

The batches of transactions are applied under the 

assumption of the retail data stream dataset. Two batches 

of 50 transactions are processed in the experimental stage 

for the underlying assumption of three datasets: retail, 

foodmart, and bms. Other two datasets (i.e., foodmart and 

bms) of computational time and memory analysis are 

visualized from Fig. 3 to Fig. 6.   
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Fig. 3 Computational Time Comparative Analysis of 

HUI Mining Methods Using the Foodmart Datasets 

 

Fig. 4 Memory Comparative Analysis of HUI Mining 

Methods Using the Foodmart Datasets 

Different minimum utility thresholds are taken for each 

dataset to analyze the computational time and memory 

analysis, which are shown in the x-axis of line graphs.  It 

was observed that the number of HUI extractions remains 

the same for any minimum utility threshold.  

 

Fig. 5 Computational Time Comparative Analysis of 

HUI Mining Methods Using the BMS Datasets 

 

Fig. 6 Memory Comparative Analysis of HUI Mining 

Methods Using the BMS Datasets 

Using the proposed batch models for the dynamic 

transaction datasets, high utility item sets were achieved 

using minimal computational time and memory 

allocations. For the retail datasets, it was observed that the 

proposed method is 6 to 7 times faster than other HUI 

mining methods for the extraction of high-utility itemsets. 

The memory allocation takes nearly 100 units; for others, 

the memory is between 200 and 600 units; for the 

Foodmart and BMS datasets, the same experimental 

observations are made. It indicates that the proposed DS-

HUI-BM models outperformed the others in extracting 

data stream transactional datasets.  

5. Conclusion And Future Scope 

The batch model of the HUI mining technique is proposed 

for extracting HUIs for the data stream transactional 

datasets. In the proposed work, initially, the value for the 

parameter of batch_size is set. It indicates the number of 

batches that need to be processed for the transactions. In 

this experiment, 50 transactions are taken for every batch 

in the proposed work. Three real-time datasets are used, 

and the transaction items are processed as per the batches 

in the DS-HUI-BM. The proposed approach outperformed 

competing HUI mining techniques by a factor of 6–7 

when extracting high-utility itemsets from retail datasets. 

It also used roughly 100 units of memory for allocation, 

whereas the others used 200 to 600 units. Identical 

experimental findings are also obtained for the Foodmart 

and BMS datasets. It shows that the proposed DS-HUI-

BM models performed better for extractions than the 

others in data stream transactional datasets. The future 

scope of the work is to address the scalability of a problem 

for real-time web-related datasets.  
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