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Abstract: Author attribution detection is a crucial task in the field of forensic linguistics and computational stylometry, aiming to identify 

the author of a given text based on linguistic features. This study focuses on the application of multi-model analysis for author attribution 

detection specifically in the context of Assamese text, which is a less explored area compared to other languages. The proposed approach 

is a first ever attempt for Assamese language, and involves the integration of multiple traditional machine learning models, like Support 

Vector Machines (SVM), Multinomial Naïve Bayes (MNB) etc. These models are trained on a dataset consisting of a diverse collection of 

Assamese texts authored by different individual authors. A structured and sizable dataset has been created as part of the current work.  Key 

linguistic features, including word n-grams, character n-grams, and part-of-speech tags, are extracted from the text to represent the writing 

styles of each author. These features are then used as inputs to the multi-model framework, which combine the predictions of individual 

models to make a final author attribution decision. Experimental results demonstrate the effectiveness of the proposed multi-model 

approach in author attribution detection on Assamese text. The study contributes to the Assamese Natural Language Processing, by adding 

a novel work on authorship detection for these low resources and underrepresented language- Assamese, and highlights the importance of 

using multiple models for improved performance in computational stylometric analysis. 
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1. Introduction 

Assamese is an Indo-Aryan language spoken primarily in 

the Indian state of Assam and neighbouring regions. It has a 

rich literary tradition, yet there is a paucity of research on 

author attribution in Assamese text. This study seeks to 

address this gap by applying a multi-model analysis 

approach to author attribution detection specifically in the 

context of Assamese text. 

1.1 What is Author Attribution? 

Author attribution, also known as authorship attribution or 

authorship identification, is a field within forensic 

linguistics and stylometry that aims to identify the author of 

a text based on linguistic features. This task has important 

applications in literary studies, plagiarism detection, 

forensic investigations, historical and cultural studies and 

stylometric analysis. Overall author detection procedure can 

be a valuable tool in various fields for understanding texts, 

identifying authors and preserving the integrity of literary 

works. While author attribution has been extensively 

studied for many languages, there is a lack of research 

focusing on underrepresented languages such as Assamese.  

1.2 Role of Stylometry 

In the context of author attribution, stylometry plays a 

crucial role in distinguishing between different authors 

based on their writing styles. By comparing the stylometric 

features of a disputed text with those of known authors, 

researchers can determine the most likely author of the text. 

Some common stylometric features used in author 

attribution include word usage, sentence structure, 

punctuations used, the lexical diversity seen in the 

vocabulary, the percentage of function words etc. By 

combining these and other stylometric features, researchers 

can create a profile of an author's writing style and use this 

information for author attribution. Stylometry is particularly 

useful in cases where other forms of evidence are lacking, 

such as anonymous or disputed texts.  

In this paper, we first provide an overview of the existing 

literature on author attribution and discuss the challenges 

specific to author attribution in Assamese text. We then 

describe our proposed multi-model analysis approach, 

detailing the various machine learning models used and the 

linguistic features extracted from the text. Subsequently, we 

present the experimental setup and discuss the results 

obtained, highlighting the performance improvements 

achieved through the multi-model approach. 

The primary objective of this study is to explore the 

performance of multiple machine learning models in the 

task of author attribution detection for Assamese text. By 

the integration of machine learning into this task, we aim to 

improve the accuracy and reliability of author attribution in 

Assamese text. 

Overall, this study contributes to the advancement of 

authorship attribution research in underrepresented 
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languages and demonstrates the effectiveness of multi-

model analysis in enhancing author attribution detection on 

Assamese text. The findings of this research have 

implications for the development of computational tools for 

stylometric analysis in Assamese and other less-studied 

languages. 

2 Literature Survey 

2.1 Advent of NLP  

Natural Language Processing (NLP) is a field of artificial 

intelligence (AI) that focuses on the interaction between 

computers and humans using natural language. NLP enables 

computers to understand, interpret, and generate human 

language in a way that is valuable [1].  

Rule-based systems laid the foundation stone of NLP tasks 

which were primarily developed between 1950s to 1980s. 

These systems relied on a set of handcrafted rules to analyse 

and generate natural language text. Along with focusing on 

analysing the syntax and semantics of the natural language 

sentence, the revolutionary contribution of rule-based 

systems as parsers can be seen in [2][3][4] and as knowledge 

representation in [5]. One of the earliest research papers on 

rule-based NLP systems is [6], published in 1966. This 

paper introduces the ELIZA program, a simple rule-based 

chatbot that simulates a conversation with a Rogerian 

psychotherapist. ELIZA operates by recognizing keywords 

in a user's input and generating responses based on pre-

defined patterns and rules. Despite their early success, rule-

based systems had several limitations. They were labor-

intensive to develop, requiring linguists and experts to 

manually create and maintain rules. Additionally, these 

systems struggled with ambiguity and context-sensitivity in 

natural language, leading to errors in analysis and 

generation.  

This process has been greatly improved by the 

advancements in machine learning and deep learning, which 

have not only positively impacted various sectors of 

businesses but also enhanced the efficiency of other 

subfields of artificial intelligence and NLP.  

2.2 NLP Tasks in Assamese Language 

NLP involves working with the analysis and information 

retrieval of both spoken and written languages. As far as 

language is concerned, English language has always been 

the taking the first place. Since the focus of this paper is 

Assamese language, we also tried reviewing the different 

NLP research works attempted by different academicians. 

Among them, some of the noteworthy and revolutionary 

ones were developing the POS and UPoS tagger [7][8] and 

[9] in Bodo Language, Assamese-English translator 

[10][11][12], Assamese-Bodo translator [13] Word-Sense 

disambiguation in Assamese [14][15], English-Assamese 

NMT System [16], Assamese Spelling Corrector [17]. We 

also found some pretty interesting work on Assamese 

Stemmer [18], Wordnet [19][20] and Bodo Wordnet [21], 

Text Summarizer [22]. We could see from here that along 

with Assamese, the language Bodo has also been started to 

explore in developing compatible NLP solutions [23] 

2.3 Global Picture of Authorship Attribution 

Authorship attribution is also an important field in natural 

language processing that aims to determine the author of a 

given text based on stylistic and linguistic features and 

numerous techniques and algorithms have been developed 

to address this use case [24]. Globally this task has been 

experimented with a lot of languages. Text analysis has been 

gaining attention in the era of big data, and one crucial 

aspect of text classification is selecting effective features 

from datasets. Several feature selection methods have been 

proposed, but determining the most effective method 

remains a challenge.  

Taking dataset as the centroid, we come across books, 

scientific journals, news articles, emails, chats from forums 

etc. were reported under the task of AA. The work in [25] 

[[26] applied stylometric analysis to email messages written 

in English language which were taken from the publicly 

available corpuses and forums. Eventually, one hundred 

writers were chosen from each of the datasets mentioned 

above. Finding people based on their writing style was the 

goal. The accuracy of the expanded feature set was 94%. 

SVM was used to recognize and categorize the writers, and 

PCA and KL Transformers were used to improve similarity 

detection. When it comes to [27][28] the information was 

gathered from newsgroup discussion threads, emails and 

online forums. A combination of lexical, syntactic, 

structural, and content-specific features made up the feature 

set that was taken into consideration here. Usually, the 

writers had thought about Arabic and English. They had 

chosen C4.5, an SVM and decision-tree based methodology. 

For both datasets, there were differences in the accuracy 

scores. They obtained an average score of 87.8% for the 

approach C4.5 and 93% for SVM for the English dataset; in 

contrast, they obtained an average score of 67.5% for the 

former and 91.9% for the latter for the Arabic dataset. In 

[29], sentences of length not longer than 50 were extracted 

from books. The authors prepared a feature set of seven 

different types. For the classification task, linear SVM was 

employed. They divided their experiments into two types 

wherein one considered standalone features and the other 

considered an ensemble. The prior achieved an accuracy of 

54% while the later technique gave an accuracy of 97.57%.  

Considering literary and scientific works as the test bed, as 

described in [30], SVM classifier was used to attempt author 

identification when examining literary short texts of well-

known English-language novels written by authors Anne 

and Charlotte Brontë. Using the same dataset, they 

presented bigrams of syntactic labels as a novel 
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classification feature that outperformed all other prior 

approaches. They have also noted that the accuracy of these 

classification tasks can be raised by using brief texts—no 

more than 200 words—and taking a variety of features into 

account. Authors' linguistic styles were represented in [31] 

by de-signing a probabilistic context-free grammar. The 

classifiers were trained to identify a specific author using 

the grammar as a language model.  

In [32] newspaper articles were leveraged as a dataset to 

detect the writing style of authors. They created a set 22 

style markers to train the classification model. From this 

experiment, they achieved an accuracy of 81% which 

outperformed the lexical model. However, upon increasing 

the number of style markers to 72, there was not an 

equivalent rise in the accuracy score. They concluded that 

to extract deep level style markers, the number of words 

should not be greater than 1000. Their proposed technique 

will work best to understand the linguistic style of a single 

author and is not meant to extend the study to multiple 

authors.  

A few lexical n-grams are used by the model in [33] as the 

differentiating element. In addition to 3,000 passages from 

three Bengali authors, the corpus featured an end-to-end 

authorship classification system based on character n-

grams, feature selection for authorship attribution, feature 

ranking and analysis, and a learning curve to assess the 

relationship between test accuracy and training data volume.  

Author classification techniques in Hindi literature are 

examined in [34]'s work, both supervised and unsupervised. 

The corpus was self-curated and mostly comprised of novels 

written in Hindi by well-known authors, including Sarat 

Chandra Chattopadhyay, Dhamarvir Bharati, Premchand, 

Vibhuti Narayan, and Rabindranath Tagore. Their method 

involved building the feature vector using lexical bigrams, 

trigrams, and unigrams. The concatenation of the bigram 

and trigram feature vectors was another way that the MDA 

concept was utilized. The observations presented in this 

work indicate that the classification scores are highly 

dependent on the granularity of a dataset. The accuracy 

improves with the number of different feature vectors.  

In order to categorize authors of Kannada texts, the authors 

in [35] focused on a machine learning algorithm based on 

the author's profile. They were able to obtain an accuracy 

score of 88%. The task of authorship attribution was also 

attempted for Brazilian language as described in [36]. The 

corpus here was composed of 20 authors who wrote 

different contents on economics, sports, literature etc. A 

similar effort was also made for Nigerian language [37] 

where the news articles written by 13 authors was taken as 

the dataset to study the stylistic characteristics.  

Another study conducted by Mihalcea and Radev focused 

specifically on authorship attribution in the Romanian 

language [38]. They used a combination of lexical, 

syntactic, and semantic features, as well as machine learning 

algorithms, such as Naive Bayes and Decision Trees to 

determine the authors of Romanian texts with high 

accuracy. In [39] authorship attribution in the Telugu 

language was focused. They used a combination of word n-

grams, character n-grams, and syntactic features, along with 

machine learning algorithms like Support Vector Machines 

and Decision Trees, to accurately identify the authors of 

Telugu texts. 

Authorship attribution research has been a global endeavor 

in the field of linguistics. Discovering the real owners of 

certain early literary works that are still relevant has always 

captivated people. One such study is described in [40], 

where the authors were identified through the use of modern 

Hebrew passages. Along with Phoenician and a few other 

lesser-known languages, Hebrew is one of the few 

Northwest Semitic languages that has persisted to the 

present day. Nine distinct authors of early modern Hebrew 

literary works and web blog posts were used to create the 

diverse corpus that makes up the dataset in the work 

mentioned above. They used two different methods, SVM 

and Markov chains, respectively. The literary corpus that 

used SVM showed a higher level of accuracy of 98%, 

compared to the blog corpus's 75% accuracy. Few other 

works were also attempted in Persian [41][42], Russian 

language [43] and Chinese Language [44].  Using a TF-IDF 

scheme, the authors in [41] have tried to propose a 

computational method to identify disputed persian authors. 

They were able to generate an accuracy of 93.1%. On the 

other hand, the study in [42] considered four different 

authors with two each from different periods and tried to 

explore the contribution of function words and author 

specific style markers in the use case of author attribution. 

The work in [43] exploited short comments and posts from 

social media handles of different people. Mentioning about 

their methodology, they implemented both stand-alone and 

ensemble models of machine learning. This study generated 

an accuracy of 73.2%. Across the globe, around 95% of 

inhabitants speak the language Chinese. In [44] the corpus 

consisted of 20 poets of the Tang Dynasty. Here, they 

experimented with CNN and other related Transformer 

models on classical Chinese texts.  

The literature review mentioned above demonstrates that 

while the task of authorship attribution has been applied to 

many globally spoken languages, particularly English, very 

little or no work has been reported to date for some 

languages, such as Assamese, Sindhi, and Marathi. Figure 1 

further illustrates the fact that, despite Assamese being the 

third most spoken dialect, no authorship attribution system 

has yet been implemented. This paper represents the first 

attempt to test the effectiveness of various machine learning 

models on texts written in Assamese. 
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Fig.1.  Dialect percentage of Indo-Aryan and Dravidian 

Languages in India 

3 Methodology 

Authorship attribution in NLP using machine learning 

generally involves the process of feature extraction, feature 

selection, model selection, and finally training, testing and 

evaluating the model. However, when it comes to parsing 

Assamese language, there are a few challenges involved. It 

is a morphologically rich free-order language belonging to 

the Indo-Aryan roots. It is considered as a bridge language 

of the eastern-most region of India spoken by 23 million 

speakers [45]. Its origin dates back to the 7th century [46] 

and its writings are based on assamese alphabet or Oxomiya 

bornomala, a child script known to be evolved from the 

Kamarupi Script. In 1917 the Assamese literary society 

known as the "Assam Sahitya Sabha" was established with 

the goal of promoting Assamese literature and laying the 

groundwork for its ongoing growth. Parsing an assamese 

text is still considered an open problem as stated in [47]. It 

comprises of 41 consonant and 11 vowel letters and unlike 

the English language, it is a one-case alphabetic system. 

Lately, as mentioned in the literature review, researchers 

have started working on the upliftment of the language. 

However, the libraries and modules required for 360-degree 

parsing and understanding the language is still in its 

developing phase. 

The first step in the approach used in this work was loading 

and reading the dataset using basic Python libraries. In NLP, 

tokenization is a crucial step toward comprehending the 

distribution, count, and range of vocabulary. To do the 

same, we have used indic NLP libraries. To extract features, 

we used the Bag of Words method. It is necessary to 

comprehend the author's word choice and frequency in order 

to analyse their stylistic pattern. Therefore, the BOW model 

aids in our information gathering. We tested the 

performance of six models, namely Multinomial Naïve 

Bayes, Gaussian Naïve Bayes, Logistic Regression, Support 

Vector Machine, K-Nearest Neighbor, and Random Forest 

Classifiers, after dividing the data into an 80:20 ratio. 

Eventually, the performance metrics of all the classifiers 

were analyzed. 

4. Dataset Statistics 

The dataset utilized for this work has been manually 

curated. We went through the famous literary works of 9 

most famous assamese poets/novelists namely Banikanta 

Kakati, Dandinath Kalita, Hemaprava Das, Kirtinath 

Hazarika, Lakhinandan Bora, 

Lakshminath Bezbarua, Nilima Bora, Nilima Dutta, Rajani Kanta  

Table 1. Brief Biodata of the Authors 

SL. 

No. 

Author Name Presence Penname (if any) Famous As 

1 Banikanta Kakati 15 November 

1894- 15 

November 1952 

Bhabananda Pathak Prominent linguist, literary 

figure, critic and scholar 

in Assamese language 

2 Dandinath Kalita June 30, 1890- May 

15, 1955 

None Assamese poet, short story 

writer, novelist, playwright 

and satirical writer 

3 Hemaprava Das 1886-1945 None Assamese Literary Writer  

4 Kirtinath Hazarika 22 August 1922- 

May 3, 2002 

(Dadai) দদাই  Literary Figure 

5 Lakhinandan Bora 15 June 1932- 3 

June 2021 

None Short Story Writer, Scientist, 

Novelist of  

6 Lakshminath 

Bezbarua 

14 October 1864- 

March 26, 1938 

Roxoraj, 

Sahityarathi 

Writer, Novelist, Dramatist,  

Poet, Editor, Satirist 

7 Nilima Bora Data Not Available None Assamese Writer (Specialist in 

Children Short Stories) 

8 Nilima Dutta    

9 Rajani Kanta 

Bordoloi 

24 November 

1867- 25 March 

1940 

Bholai Sharma Noted writer, Journalist 
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Bordoloi. The details of them are included in Table 1. 

With the help of digital media, we were successful in 

retrieving the e-books of their work. The next herculean task 

was to perform the OCR on the collected e-books and 

convert them into readable text files. With the help of the 

online utilities, we could complete this task. Finally, a CSV 

file was generated out of all the data collected against each 

author. Figure 2 describes the count of text files collected 

against all the authors. The data in Table 2 describes the 

count of words, tokens and average length of sentences in 

the corpus. Further analysis of the sentence length of the 

corpus on the basis of number of words is illustrated in 

Table 3. 

4.1 Statistics of the corpus 

Table 2. Count of Tokens, Words and Sentences 

Author Name No. of Text 

Files 

No. of 

Sentences 

No. of Tokens Average Length of 

Sentences 

Banikanta Kakati 159 3507 49135 11 

Dandinath Kalita 503 8182 110158 11 

Hemaprava Das 37 555 8428 13 

Kirtinath Hazarika 114 6804 81011 9 

Lakhinandan Bora 165 9065 102848 9 

Lakhminath Bezbarua 201 10579 138896 11 

Nilima Bora 170 4091 38937 7 

Nilima Dutta 138 5991 64532 8 

Rajani Kanta Bordoloi 218 6970 83855 9 

Total 1705 55,744 6,77,800  

 

 

Table 3. Bucket-wise Sentence Count of the Corpus 

Author Name Bucket Range Quantity 

Banikanta Kakati 

B1(<10 words) 30 

B2(10-20 words) 147 

B3(20-30 words) 318 

B4(30-40 words) 383 

B5(>40 words) 2620 

Dandinath Kalita 

B1(<10 words) 287 

B2(10-20 words) 463 

B3(20-30 words) 748 

B4(30-40 words) 898 

B5(>40 words) 5715 

Hemaprava Das 

B1(<10 words) 23 

B2(10-20 words) 19 

B3(20-30 words) 23 

B4(30-40 words) 54 

B5(>40 words) 435 

Kirtinath Hazarika 

B1(<10 words) 344 

B2(10-20 words) 761 

B3(20-30 words) 1019 

B4(30-40 words) 952 

B5(>40 words) 3684 

Lakhinandan Bora B1(<10 words) 170 
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B2(10-20 words) 953 

B3(20-30 words) 1341 

B4(30-40 words) 1411 

B5(>40 words) 5151 

Lakhminath Bezbarua 

B1(<10 words) 1083 

B2(10-20 words) 838 

B3(20-30 words) 1772 

B4(30-40 words) 1421 

B5(>40 words) 5384 

Nilima Bora 

B1(<10 words) 55 

B2(10-20 words) 500 

B3(20-30 words) 736 

B4(30-40 words) 759 

B5(>40 words) 2018 

Nilima Dutta 

B1(<10 words) 591 

B2(10-20 words) 785 

B3(20-30 words) 774 

B4(30-40 words) 711 

B5(>40 words) 3032 

Rajani Kanta Bordoloi 

B1(<10 words) 208 

B2(10-20 words) 799 

B3(20-30 words) 1088 

B4(30-40 words) 941 

B5(>40 words) 3901 

 

 

Fig.2.  Distribution of text corpora collated against each author 

5. Experiment Details: 

 

Fig.3.  Flow diagram of the Experiment 
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The steps of the experiment of our reported work is 

described in detail in the following steps: 

5.1 Dataset Loading 

The dataset constructed was loaded with the help of python 

libraries like panda and were converted to the required Data 

Frame. Through this we could visualize the layout of the 

dataset generated. The shape of the dataset was 1705X2.  

5.2 Dataset Pre-processing 

Raw data consists of a lot of noise. These noisy values affect 

the overall processing and analysis of the models. Hence, 

data needs to be pre-processed before forwarding it for 

further analysis. In our work, we have taken up noise 

removal techniques like tokenization using Indic NLP 

libraries, a customized function for stop word removal, and 

BoW model for data vectorization. 

5.3 Encoding of Categorical Values 

Machines can only process numerical values. The centroid 

of our work is completely textual data. Specifically, we had 

to deal with the categorical labels to numerical values. We 

used the LabelEncoder from the sklearn.preprocessing 

module to fulfil this.  

5.4 Splitting Data into Train and Test samples 

The complete pre-processed data was divided into 80:20 

proportions with the former being used for training and the 

later to be used for testing. With respect to our corpus, 

among 1705 samples, 1364 samples were taken for training 

and the rest 341 samples were reserved for the training 

process. 

5.5 Feature Extraction and Vectorization 

The feature extraction was done using BoW and TF-IDF 

techniques. For each text file in the corpus, a vector is 

created where each element corresponds to the frequency of 

a word in the vocabulary within that document. This means 

that the length of the vector is equal to the size of the 

vocabulary. 

5.6 Training and Testing the Model  

Six models were trained on the corpus. Diverse testbeds 

were designed to test the efficacy of the models. The first 

two experiments 1(a) and Exp 1(b) were conducted to test 

the effect of different tokenizers on the accuracy of the 

models. We had considered two tokenizers, namely, Indic 

NLP and Moses. The second experiment, Exp 2 was 

conducted to perform a raw training on the dataset and check 

on the accuracy of the different models. The numerical 

values of precision, recall, and F1 score are macro-average 

values. 

 

Table 4. Results from Experiment 1(a) 

Model Accuracy Precision Recall F1 Score 

MNB 76.8 77.0 82.0 78.0 

GNB 48 65.0 64.0 55.0 

LR 89.4 89.0 88.0 89.0 

SVC 85.0 83.0 84.0 83.0 

KNN 69.7 73.0 66.0 66.0 

RF 88.2 92.0 87.0 89.0 

 

 

Fig.4.  Evaluation Metric Statistics from Experiment 1(a) 
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Table 5. Results from Experiment 1(b) 

Model Accuracy Precision Recall F1 Score 

MNB 78.5 81.0 83.0 82.0 

GNB 50.7 68.0 67.0 58.0 

LR 89.1 89.0 88.0 89.0 

SVC 89.1 87.0 88.0 87.0 

KNN 72.1 79.0 67.0 69.0 

RF 93.2 95.0 93.0 94.0 

 

 

Fig.5.  Evaluation Metric Statistics from Experiment 1(b) 

Table 6. Results from Experiment 2 

Model Accuracy Precision Recall F1 Score 

MNB 78.5 81.0 83.0 81.0 

GNB 50.7 70.0 67.0 59.0 

LR 89.7 89.0 89.0 89.0 

SVC 90.0 88.0 89.0 88.0 

KNN 72.7 81.0 67.0 69.0 

RF 93.2 94.0 92.0 93.0 

 

 

Fig.6.  Evaluation Metric Statistics from Experiment 2 
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5.7 Learning Curves 

Learning curves are a useful tool in machine learning to 

understand how the performance of a model changes as the 

amount of training data increases. In the context of text 

classification, learning curves can help you analyze the 

impact of dataset size on your model's performance. In our 

study also we generated learning curves for all the six 

classifier models. Figures 7 describes their results. We were 

able to achieve some decent results from Logistic 

Regression and Random Forest Classifier Model. 

 

 

Fig.7.  Learning Curves of all the six classifier models 

6 Results and Analysis 

From the above experiments, we can conclude that using 

Indic NLP Tokenizer, the models portrayed elevated levels 

of accuracy in comparison to Moses Tokenizer. However, 

irrespective of the type of tokenizer, model Random Forest 

Classifier outperformed the other models. However, from 

the learning curve point of view, Logistic Regression Model 

also showcased some promising results. From the 

experiment 2, also we can put forward the insight that the 

Random Forest model gave the best performance with 

accuracy 93.2%. The lowest performance in all the 

scenarios was shown by Gaussian Naïve Bayes Classifier. 

In experiment 1(a) and 1(b), the accuracy values were 

45.7% and 48.6% respectively. And in experiment 2, it gave 

a bit better accuracy with 50.7%. 

Further the confusion matrices of all the experiments can be 

seen in figure 8. 
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Fig.7.  Confusion Metric Results of Experiment 1(a), 1(b) and 2 

7 Conclusion 

In conclusion, our study demonstrates the effectiveness of 

various machine learning techniques in authorship 

attribution of Assamese text. Through feature engineering 

and selection, we were able to achieve a high level of 

accuracy in identifying the authors of Assamese texts. Our 

experiments with different classifiers highlight the 

importance of choosing the right algorithm for the task. 

Despite the promising results, there are several avenues for 

future work in this area. Firstly, exploring deep learning 

models, such as LSTM or Transformer-based architectures, 

could potentially improve the performance of authorship 

attribution on Assamese text. Additionally, incorporating 

more advanced linguistic features, such as syntactic and 

semantic features, may further enhance the accuracy of the 

models. 

Furthermore, expanding the dataset to include a larger and 

more diverse set of authors and texts could help in building 

more robust models. Additionally, investigating the impact 

of different writing styles, genres, and topics on authorship 

attribution could lead to a deeper understanding of the 

underlying patterns in the text. 

Overall, authorship attribution of Assamese text is a 

challenging yet promising area of research specifically for 

low-resource languages, and further exploration of 

advanced techniques and datasets could lead to significant 

advancements in this field.  
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