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Abstract: The rapid growth of the digital economy is a result of the data center's rising worldwide energy usage. Data centers are 

thought to be the hub with the highest energy use. The public is paying close attention to information centers in an effort to cut down on 

energy emissions and meet energy consumption targets. Enhancing the Cloud data centers energy efficiency is a significant area of a 

fascination with the scientific community. Researchers are putting an abundance of effort into implementing numerous measures and a 

feasible energy efficiency implementation approach to be able to meet these goals. In this study, we categorize the current energy 

efficiency measures, provide an overview of the approaches, and utilized to assess data centers' energy efficiency. In this paper, we look 

at the current situation and difficulties in assessing the energy efficiency of data centers and provide a survey for enhancing energy 

efficiency assessment tools to help cloud operators. Through the use of more sophisticated metrics to access advanced data center energy 

efficiency, this work provides academics and decision-makers with ideas for building appropriate ways for evaluating energy efficiency. 

It also encourages them to connect theory and practice in energy efficiency evaluation. It is the most substantial and critical step toward 

achieving sustainable development goals and cutting edge green technologies. 
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1. Introduction 

The transition from actual to digital capital is a significant 

transformation that the modern world is starting. 

Information and suitable infrastructure are the essential 

components for industrial digitalization and smart city 

management. The main source of digital capital's 

production, which powers a robust economy, is data. [1] 

The fifth generation's commercialization and the quick 

development of machine learning and artificial intelligence 

have also contributed to that. Every day, more extensive 

data will be generated. [2] Because of this, the capacity 

across data centers is expanding quickly on a global scale. 

This is accurate for a substantial amount of wealthy nations 

worldwide, but as a result, as information and data center 

sizes increased, so did power consumption, which 

increased at an alarming rate each year. Some major cities 

have prohibited the construction of additional data centers 

due to space constraints and increased demand on the 

power system resulting from the data center’s rapid 

expansion. Every year, without fail. As said by a report, 

the world's data centers use up more than 416 terawatts of 

energy annually, or almost 3% of all electricity produced, 

and this number is only anticipated to increase. That is, 

twice every four years. According to Psalm study, by 2030, 

the amount of electricity needed for data centers would 

range from 200 billion to over 3000 billion 

kilowatts.[3][4].We can therefore anticipate that the rate at 

which the global carbon footprint is increasing will be 

extremely concerning. The primary causes are the internet-

era behemoth's carbon emissions and the data or 

information center's growing power tied to concentrated 

industries. Explaining why energy efficiency research is 

important is pointless. Knowing how the information 

center is organized hierarchically and in terms of energy 

use is crucial. Research on energy efficiency [5] both 

before and after consumption. Although the network 

device constitutes only a small portion of the overall total, 

it is nevertheless important to consider it. [6]. most 

information or data centers are constructed from physical 

infrastructure that includes IT equipment. Its main 

components are the temperature control system and the 

power supply. Every piece of IT hardware must always 

function with remarkable reliability.  

 

Fig.1. Grading organization Diagram for Data center 

Air conditioning, heating, ventilation, and other related 

equipment make up the majority of the equipment used 
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for temperature management. The temperature 

management is mainly intended to prevent overheating, 

which is brought on by the substantial heat production 

from IT equipment. A considerable quantity of electricity 

is used during the process. According to application 

scenarios in various information centers, the most typical 

type of equipment is one server, storage, and network. The 

facility for power supply primarily includes UPS, PDU, 

transformer, cabling, backup generator, and other items 

[7].The rack approach is employed to oversee the server, 

per the study primary. Network device and application 

server, including switches, routers, and other network 

devices connected to the server. Should be separated into 

hardware and software components since they are the main 

drivers of energy consumption in IT systems. Hardware is 

classified into three primary categories: server tier (a), 

storage tier (b), and network tier (c). In order to 

accomplish the goal, the operator of the data center must 

maintain a high level of tender between the data center 

industry and appropriate, progressive energy efficiency 

techniques. This requires the operator to spend a 

substantial quantity of money on electricity in order to 

establish a strong and appropriate link between 

environmental preservation and human development. [8] 

1.1. Efficiency Evolution Methods  

Evaluating data center energy efficiency takes into account 

both the physical data centers that are currently in use and 

the information enters that will soon be constructed. 

Measurement-based, simulation-based, and analytical 

modelling-based methods include the three main categories 

of methods and methodologies utilized to evaluate the 

energy and efficiency of data centers. In [9]10].the 

assessment of accumulation accuracy is the least accurate 

of the three, whereas measurement-based evolution has the 

highest accuracy. 

Table 1. A summary of review articles on data center 

energy efficiency 

Grouping Motif 

Energy 

Effectiveness 

 

The data center industry's current 

state of power measurement and 

energy efficiency technology 

Temperature 

control 

 

Various data center thermal 

performance assessment parameters 

at different levels 

 

Energy 

efficiency 

Demand response and energy 

efficiency in small and medium-sized 

data centers 

 

Performance 

metrics 

 

Green performance measures for the 

environmental performance of data 

centers 

 

  

 

2. Assessment Based Measurement 

Energy-efficient evolution currently focused on combining 

engineering calculations with short-term size 

measurement. The most straightforward and accurate 

approach is evolution. However, measuring the metric 

related to data center energy efficiency required a 

substantial quantity of labour and funding. A technique 

typically requires the use of specialty tools. For instance, a 

number of studies routinely use power distribution units to 

measure the energy usage of its devices. Because each 

measurement instrument has some inherent uncertainty, 

researchers have been able to develop precise measurement 

techniques that improve measurement accuracy for specific 

pieces of equipment. The precision of measurement 

evolution rely on the process of evolving metrics in 

addition to the aesthetics of the measuring apparatus. The 

US Green Grid organization has developed an energy-

efficient indicator for data centers or information centers. 

PUE 2007 [11] was widely used as a straightforward and 

approachable valuation indicator in the data center sector. 

Due to a specific PUE constraint, only a broad assessment 

of the data centers or information centers may be made in 

this way. Furthermore, only systems that are already in 

their Position are subject to measurement-based evaluation 

techniques. Central and Eastern European countries have 

created a system of energy efficiency value standards 

based on actual measurement; nevertheless, there is 

currently no main authorized technique. Rather than data 

center energy efficiency, it emphasizes the application of 

water resources and carbon emissions. 

2.1 Simulation-based assessment 

One major limitation in assessing Energy efficiency in data 

centers is difficult for achieving even in the solution setting 

when working with big scale computing systems. Counting 

simulation has been surmounted to become the most 

popular method[12][13] of truly Mary testing simulation 

tools of a flexible approach to access data center energy 

efficiency quickly evaluate the energy-saving capabilities 

of cloud computing system that is simulated. Green cloud 

and cloud Sim are the two most often used methods for 

accessing not only already-existing systems but also those 

that have not been completed yet. Greek Life developed 

Cloudsim [14], and the University of Melbourne in 

Australia was responsible for the river's project. To satisfy 

the unique requirements of data centers, the majority of 

recently created simulation tools have been expanded 

based on cloud SIM. Use of simulation to highlight glaring 

shortcomings in the instrument. What time advice means 

and can motivate a visa Additionally, there are some issues 

with the simulation platform that make it possible for the 
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amount of energy used model to not function, which means 

that the outcome of using simulation methodologies to 

access the energy efficiency cloud data [15] center or 

information centers is not advised, even though it might be 

used as a first step in some circumstances. 

2.2 Analytical modeling in the assessment 

In analytical assessment predicated on the development of 

mathematical methodologies to provide suitable methods 

that, generate the relationship between load, performance, 

and energy consumption by abstracting the system. Energy 

evaluation efficiency that greatly reduces the burden is 

related to it. In order to identify and forecast differences 

from the actual matrix, the model's parameters are entirely 

dependent on system measurements. It's common to make 

assumptions and simplify things.  

Table 2. High availability model for analysis of 

performance and energy 

Modeling Methods Study Emphasis 

Machine 

learning 

Energy efficiency determined by 

behavioural modifications 

  

Analysis of 

energy 

 

Energy usage of the cooling 

system in a data center 

Data 

interpretation  

 

Data center dedicated cooling 

system 

  

Fuzzy 

comprehensive 

assessment 

technique with 

neural network 

 

 

Carbon efficiency performance 

evaluation 

Energy 

decomposition 

Energy performance of district 

heating substations 

  

Bayesian 

networks 

Allocation of cloud resources 

  

 

Different behaviors were seen in complex systems using 

these kinds of modeling approaches. Because the system's 

specifics could not be explained. Setting up additional 

Characteristics variables to represent the system in greater 

depth is one method we may use to improve system or 

model performance. Though there may be other factors 

that affect the model's basic operating principle, just 

adding more specific variables does not ensure that it will 

get better. More accurately than these conventional 

approaches, machine learning—and deep learning in 

particular—can abstract complex systems. Scholars are 

now concentrating on trying machine learning for 

simulation as a result. 

3. Metrics for evaluating energy efficiency 

The benchmark for the evolution of measurement energy 

efficiency is a matrix of this kind. It has benefits for the 

operator to operate, comprehend possible inefficiencies 

better, and enhance their effectiveness by the examination 

of parameters. Which support industrial innovation and are 

important for advancing research goals related to 

environmental sustainability [16] within data centers. 

3.1 Metrics are categorized  

A modern cloud data center's architecture shown in more 

detail such a mesh structure depicting adjustable energy 

efficiency evolution matrices is a sophisticated system that 

incorporates numerous IT devices and infrastructural 

components. It is important to take into account factors 

other than the measurability of practice matrices. Craid 

granularity metrics, medium granularity metrics, and fine 

granularity metrics are the three categories that make up 

the subsist energy efficiency evolution matrix in a soft data 

center [18] [19]. We will make an effort to learn more. 

3.1.1 Metrics of coarse-granularity 

One of the several matrices that the researcher has 

proposed at the level of the whole data center. There is 

some roughness to these mattresses. However, they are 

simple to grasp. PUE (20] One of the metrics that data 

center energy efficiency is measured as the ratio of the 

center's overall energy consumption to the energy 

consumption of its IT equipment inside a comparatively 

small compound compared to other matrices. The fact that 

it only requires one matrix to assess the data center makes 

it quite popular. Overall energy efficiency and the 

elimination of certain features required in a data center, 

even while some energy efficiency aspects are missing 

from specific data center components The final product is 

not suitable for data center energy saving procedure 

advising.  

3.1.2 Metrics of medium granularity 

In order to provide energy efficiency information for 

specific infrastructure equipment and green energy in the 

data center, the researcher may have overlooked some 

suggested ideas by using coarse granularity matrices, a 

variety of medium granularity matrices, and data center 

components and sub-components. In order to maximize 

energy efficiency, it was summed up by utilizing green 

energy and cooling equipment; these techniques'  

Diversity and applicability produce more thorough and 

accurate results. 

3.1.3 Metrics of fine-granularity 
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The data center's IT operation is under the control of each 

of its two components performance matrices like memory, 

CPU, network, and storage make it impossible to measure 

Data centers' energy efficiency directly. Despite the fact 

that the performance watt rate can be applied to evaluate 

changes in energy consumption and performance. It is 

highly intriguing and greatly beneficial for cloud 

operations, with buyers or users focusing on performance 

indicators. In an effort to provide better services, 

operations frequently disregard the needs of users or 

customers, even though wind energy reductions will be 

feasible to a substantial quantity of. 

Table 3.The benefits and drawbacks of data center metrics. 

Metrics Benefits Drawbacks 

PUE 

Evaluation 

metrics that are 

acknowledged 

by the sector, 

simple to 

gauge. 

Too basic, failing 

to take the details 

into account 

DCeP 

The most 

closely aligned 

definition  of 

energy 

efficiency 

challenging to 

quantify 

DCiE 

The simple-to-

measure 

inverse value of 

PUE 

unable to record 

minor alterations 

TUE 

Resolving the 

issue where 

PUE rises when 

hardware 

energy usage 

decreases as a 

result of 

technological 

advancements 

Hardware energy 

consumption is 

only predictable 

and difficult to 

monitor. 

   

DCPE 

Able to gauge 

the 

effectiveness of 

data center 

performance 

Hard to quantify 

and describe 

useful labor 

      

 

4. Benefits and drawbacks of metrics 

Coarse granularity matrices track the overall energy 

consumption of data centers; medium granularity metrics, 

on the other hand, are concentrated on supporting the 

specifics of the subcontinental energy consumption pattern 

for coarse granularity matrices. Fine-grained matrices 

primarily intended for use with IT equipment; they cannot 

directly applied to energy efficiency. We must comprehend 

and research the benefits and drawbacks of each matrices 

separately to get past this. 

4.1 PUE's benefits and drawbacks 

Data centers continue to employ PUE as the primary and 

crucial measurement standard for the advancement of 

energy efficiency. It offers several benefits in addition to 

motivating and user-friendly computation techniques that 

are not restricted to data center and storage capacity server 

architecture. As the data center business continues to grow, 

there is an increasing need for long-term sustainability and 

high-energy efficiency. Even so, PUE has steadily revealed 

some shortcomings. Numerous studies are devoted to 

enhancing PUE [21] [22] [23]. 

The following are some of the drawbacks of PUE that we 

outlined: 

i. A data center IT infrastructure serves as its cornerstone 

from the perspective of the PUE. The study is the 

reason we are not able to succeed.to determine the 

energy efficiency of the IT equipment in the matrices. 

To get a beta efficiency, we have to make an effort to 

improve IT equipment. Whether the procedure will 

produce, a satisfactory product remains to seen, 

considering the data center productivity regarding the 

quantity of electricity required for IT equipment. 

ii. PUE only provides a general overview of the data 

center's energy efficiency due to its lack of specifics. 

There is no way to find out how to make a data center 

more energy-efficient. 

iii. In order to fulfil the demands of sustainable energy 

development, we must address a number of crucial 

issues, including the use of energy, carbon, and 

renewable resources, as well as the utilization of 

modern data centers and IT equipment, which can be 

very challenging to operate on a specific index. To 

discuss every component of renewable resource utilized 

in energy efficient data centers. So that we must 

develop more effective methods for evaluating energy 

efficiency. 

5. Issues and the state of the assessment of energy 

efficiency 

The depletion of fossil fuel resources and rising energy 

consumption are the results of industrialization and 

population growth. Preserving the environment and 

extending the life of finite fuel supplies need sustainable 

energy use. More than 40% of the energy used globally is 

employed in the construction sectors. This necessitates 

coming up with strategies to lower energy consumption 

through improving the effectiveness of machinery used to 

generate and consume power as well as energy 

conservation through appropriate system design and use. 
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5.1 Energy efficiency assessment status 

The data center's energy efficiency has rapidly improved in 

recent years. Research and the data center sector create 

increasingly evolving standards. In the most recent study, 

standards for reducing carbon dioxide and ensuring 

efficient resource usage are developed based on important 

performance measures. Researchers provide standards for 

application platform energy matrices (APee) and data 

center server energy-efficiency matrices (SeeM). The 

efficacious for critical performance indicators. The Green 

Data Center Coordination Group (GDCCG) of CeN, 

NeLeC, and eTSI will implement data center design 

standards in their most recent report. As of right now, 

industry can see more opportunities with regard to energy 

management and environmental viability in the near future. 

Think about the product that negatively affected data 

centers and caused harm. Influence on air pollution and 

condensation. The standard energy efficiency for assessing 

the test center has always been expanded by the researcher, 

not the academic sectors. A number of signs point to a 

significant rise in energy use. Boost the number of 

compute instances. Likewise, large data centers never stop 

adding servers. The energy efficiency of the server was 

inadequate as more work needs to be done before data 

centers are more energy-efficient. 

5.2 Energy-efficient research 

Although they are widely utilized, researchers to assess 

data centers created multiple matrices. More developers in 

the data center sector are ignorant of evolution matrices, 

and we know very little about the measures used to 

evaluate energy efficiency. Research on connectivity is not 

produced by the industry. The rate at which technology is 

developing has left us ignorant of energy efficiency 

criteria. Only energy efficiency metrics are appropriately 

pushed because of scholarly research. Moreover, the data 

center sector faces a number of troubling difficulties. 

Researchers ought to concentrate on the real needs for the 

advancement of energy efficiency. The most liberal and 

efficient strategy is adopted at the time of choosing an 

assessment method for a particular study. 

5.3 Challenges in Assessing Energy Efficiency 

As of right now, no systematic theory has developed 

regarding the evolution of data centers energy efficiency. 

Since there are no universal standards for it, extra metrics 

taken into account when choosing the right data center. 

The data center's unique structure places numerous 

restrictions on the assessment of energy efficiency. 

Standards are currently being established for physically 

present data centers. Researchers hope to develop a leading 

strategy for data center energy efficiency development that 

can coordinate the growth of IT equipment with data center 

energy efficiency. Which are essential parts of a data 

center.IT equipment energy efficiency will not be provided 

for cooling, and vice versa. Therefore, the goal of the IT 

equipment and auxiliary for energy evolution metric [24] 

was specifically to identify the need to reflect the energy 

efficiency of IT equipment. It is unthinkable to consider 

goals like cooling efficiency, carbon utilization rate, and 

energy efficiency metrics for IT equipment. They are 

intended to increase data center cooling efficiency and the 

rate at which renewable energy is utilized. Consider 

employing PUE to apply content in various areas such as 

IT equipment utilization rate, carbon utilization rate, water 

utilization rate, and renewal energy utilization rate instead 

of relying on evaluating metrics. It is feasible to produce a 

collection of matrices for data centers' total energy 

efficiency. 

6. Recommendations for Assessing Energy Efficiency 

Metrics related to energy efficiency rank among the most 

crucial for assessing energy efficiency. It can be identified 

as blood (vital fluid) and a problem for assessing energy 

efficiency. As the most significant technique for evaluating 

energy efficiency, we suggested a several methods for 

improving PUE performance. We also applaud the novel 

strategies and highlight their value for sectors experiencing 

transitions in concerns that fully account for the unique 

data centers energy efficiency. 

6.1 Methods for enhancing PUE 

PUE has received a lot of promotion lately despite its 

many shortcomings. It is marketed as having an easy-to-

understand mechanism. Nonetheless, the metric In 

accordance with the value determined by the data center 

operator, under a more progressive stage. The potential 

factor that determines the PUE value is still not giving the 

expected outcome. 

Researchers are at work to increase PUE in order to 

motivate cloud operators and decision makers to develop 

more practical data center methods. Root is utilized in part 

as an additional statistic to determine the possibility of 

energy-efficient metrics. Grid usage efficiency was 

established for more improved energy evolution tactics. 

However, it is impossible to compute and compare the 

PUE Theoretical model data under different natural 

cooling assumptions without first validating the actual 

general model for PUE data. The primary input for the 

prediction model of PUE [26] [27] Depending on the 

energy system parameter and climate variable. Predicting 

the major impact on the data center requires careful 

consideration of the temperature component. Seasonal 

variations and the climate have an impact on the evolution 

of energy efficiency as well. Results approved after 

comparison with various graded and sized PUEs. 

6.2 Novel Energy Efficiency Metrics Development and 

Implementation 
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Authorities that develop data center evolution measures 

include international, regional, local, and professional 

entities as well as industry groups, researchers, and 

standardization bodies. Acknowledge firmly that none of 

the suggested mattresses are typically applicable anywhere 

in the world. The proper general approach, calculating 

method, and standard are needed for that. Researchers and 

stakeholders have sought to standardize the current energy-

efficiency matrices in order to meet the different needs of 

individuals, but they fall short of what is needed to meet 

the new challenges and developments [28].Numerous 

matrices are employed in real-time analysis of tiny cooling 

systems for data centers and energy economy. To sum up, 

new energy performance matrices created to be able to 

assess data centers' energy efficiency.  

6.3 Determination of Evolution Matrix 

Due to the limited scope of the multimetric evolution 

approach, we are unable to combine different matrices. Not 

every property of a metric fits it. Increased selection 

necessitates adherence to certain rules 

i. The arrangement of the matrices is orientated. When an 

enhancement needs to be reversed, our goal is to 

maximize the performance of data centers. 

ii. Employ certain matrices where the numerical value for 

specific matrices may be measured; this should need 

minimal time or resources and not interfere with 

routine tasks. 

iii. Matrix operations must be independent of one another, 

with no overlapping rules permitted between them. 

iv. Matrices are verifiable and responsive to changes in 

the status of the data center. 

6.4 Identification of different weighting strategies used 

in matrices  

In multi-index energy-efficiency progression, weighing is 

one of the most crucial processes. The weight's size 

indicates how essential the relevant matrices are. Diverse 

weight distributions will result in varying energy efficiency 

evaluation values. Data center's actual state of energy 

efficiency can be carefully considered when weight is 

allocated appropriately. Subjective weighting, objective 

weighting, and a combination of the two are the three 

typically utilized weighting techniques. 

6.4.1 Empirical techniques for weighing 

Hierarchical analysis procedure (AHP) [29] Assign sitting 

topic weights via representation. We should include a 

consistency test. This introduces "Delphi" as one approach 

[30].what the adoption of a cloud-computing component 

will cost. We can receive anonymous inquiries and 

feedback using that manner [31]. The weighing techniques 

discussed are mature, tried-and-true, and highly 

trustworthy. It takes an industry specialist to judge or score 

different matrices. The real aspect that the expert considers 

methodically is the one that authorities or experts 

organizations consistently try to ensure is reliable when it 

comes to subjective approaches.in order for the weight to 

more closely reflect the relevant variables. In addition, a 

single organization including a team of experts needed to 

establish global communication standards. 

6.4.2 Approaches for objective weighting 

In principle component analysis, the waiting approach is 

typically employed. A number of methods, such as the 

weight of entropy technique, mean square deviation 

method, multi-objective planning approach, etc., are useful 

for sampling data since they eliminate the influence of 

subjective elements. In addition, it has significant objective 

data limitations based on how sample data changes and 

wait times. A sufficiently large and more stable set of 

precise sample data is required to solve the objective 

weighting. Applying data science methods such as neural 

networks and linear regression, deep learning is used to 

sample data to get the objective weight, which is a relative 

approach. It requires an enormous amount of material, 

financial, and human resources to gather sufficient 

measurement data for measures to improve energy 

efficiency in cloud data centers. The amount of energy 

efficiency measurement method still unresolved and yet to 

come to a consensus within the industry. Currently 

extremely challenging or demanding to develop a single 

standard for data center construction since it is very 

difficult to employ weight by numerous matrices. 

6.4.3 The approach of combined weighing 

Subjective waiting techniques are actually closer, but the 

person making the decision influences them. The decision 

maker's judgment mainly determines the expertise and 

data. Subjectivity will have a bearing on the results' 

correctness. Conversely, the objective weighting approach 

is highly dependent on more scientific results obtained 

from the evolution of the actual measurement data on 

sample; still, there is a possibility of some degree of 

information loss in this method. Whenever these two are 

combined, information loss is reduced or minimized and 

the projected results are as near to the real-life results as 

possible. The overall multi-metric evaluation method 

combined with the process. [32] Since data centers contain 

complex structures and varying scales, it is challenging to 

create a single, universal system for evaluating energy 

efficiency. Numerous matrices in practice have yet not 

embraced the mathematical integration techniques for the 

advancement of energy efficiency. [33][34] Approaches of 

evaluating data centers' energy efficiency that are 

comparable to one another or that are suited for a multi-

metric evaluation method. 
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